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What We Don’t Know Might 
Hurt Us 

• Yes, Ias are exploding WDs.

• Yes, they’re in binaries.

• But what channels lead to Ias?

• Do Ia characteristics depend on Z? On age?

• There is diversity.  What causes this?

• Does any of this affect the cosmological results?

We need better constraints on Ia environments.



~3 pc

What is a Globular?

• Bound collection of >105 stars.

• Relics of galaxy formation.

• Typically old (10 Gyr).

• Typically subsolar Z.

• Internal ages and Zs constant.

• 104 - 106 stars pc-3 in center.

L,  Age, and Z measurable!
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Fig. 1.— Sombrero galaxy image mosaic from the Hubble Space Telescope Advanced Camera for Surveys. The cross and circle symbols
illustrate the locations of globular clusters belonging to metal-poor and metal-rich subpopulations, respectively. Those objects found within
the projected dust lanes were not included in the analysis to avoid uncertain extinction conditions and confusion with HII regions. The
region covered by a HST WFPC2 pointing used in an earlier Sombrero GC system study by Larsen, Forbes & Brodie (2001) is shown.

the estimated size accuracy.
Model PSFs for the HST cameras are generated with

the Tiny Tim program, which also supplies a charge dif-
fusion kernel (DK) that must be convolved with the PSF
after it is re-binned for comparison with an object pro-
file. Since the PSF varies across the two ACS CCDs, a
21 × 12 grid of Tiny Tim PSFs was generated for each
CCD. ISHAPE was directed to convolve these PSFs with
a King (1962) model (concentration parameter fixed at
rt/rc = 30) and estimate the FWHM of the object pro-
files on the F435W images. This method yielded no ob-
jects with the zero half-light radius that would be ex-
pected for foreground stars, suggesting the object pro-
files are broadened compared to the Tiny Tim models,
likely from the “drizzling” process.

Two methods were explored to resolve this problem.
The first used an empirical PSF constructed from bright
isolated stars on the ACS images. The second method
involved the creation of a broader DK to effectively re-
distribute the light away from the center of the Tiny
Tim PSFs, thereby accounting for the drizzle broaden-
ing. This broader DK was created by uniformly populat-
ing a blank pre-drizzle image (“flt” ACS data suffix) with
a number of isolated pixels with non-zero values. After
these images were drizzled, the broadened signal from
the non-zero pixels was averaged and convolved with the
original DK, producing a broader DK. Figure 2 com-
pares the estimated Rhl using the original and modified
DK methods with the empirical-PSF sizes. Compared
to the empirical values, sizes derived from the broader
DK are larger by approximately 0.3 pixels. The original
method produced half-light radii of objects resembling

Fig. 2.— Comparison of ISHAPE F435W size measurements us-
ing three different PSFs. In both panels, the sizes calculated with
an empirical PSF are on the abscissa. These values are compared
to the same objects whose sizes were estimated with Tiny Tim
PSFs convolved with a modified DK and the original Tiny Tim
PSFs on the top and lower panels, respectively. Lines are 1:1 rela-
tions. Empirical PSFs were adopted for the size analysis because
foreground stars show the expected zero sizes.

M104 (Sombrero)

(Spitler et al. 2006)



Globulars in Ellipticals

(Tamura et al. 2006)

M87
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Figure 5. Radial profile of GC surface number densities around M87 (left panel) and NGC 4552 (right panel). Filled triangles and open
circles show the surface number densities of the red (V − I > 1.1) and blue (V − I ! 1.1) GCs, respectively, and solid circles are those
of the total GC population. Dashed lines show the host galaxy halo light distribution in the V band, which is arbitrarily shifted in the
vertical direction for comparison with the GC profiles.

Figure 6. Local GC specific frequency (SN ) is plotted against distance from the host galaxy. The thick line shows the measured
values and the thin lines show the envelope of the ±1σ uncertainty in the estimation of the total number of GCs. SN for the red GC
subpopulation is shown as filled triangles, and that for the blue GC subpopulation is indicated with open circles.

of Virgo early-type galaxies (Girardi et al. 1996). The solid
line in the left panel of Fig. 7 shows the 2D projection of
this NFW profile4 with the normalization scaled arbitrarily
for comparison with the GC profile and can be seen to be
significantly more extended than the blue GC distribution.

4 In this radial range, this model exhibits a radial profile steeper
than other formulae used to represent the cluster mass distribu-
tion such as a King profile fitted to the galaxy distribution (nearly
constant with radius; Binggeli et al. 1987) and that determined
by the GC kinematics within ∼ 8′ (∼ 40 kpc) of M87 (∝ R−0.3;
Cohen & Ryzhov 1997; Côté et al. 1998). The surface brightness
distribution in the faint envelope of M87 (" 15′) is however simi-
lar to this projected Hernquist profile (Carter & Dixon 1978; see
also Harris et al. 1998).

It should also be pointed out that such an extended distri-
bution of blue GCs is seen not only around M87 but also
NGC 4552 (Fig. 5), NGC 4472 (Lee et al. 1998) and NGC
4649 (Forbes et al. 2004) which are located in the outer re-
gions of the Virgo cluster. Both of these facts suggest that
the contribution of i-GCs existing on the cluster scale is in-
significant around M87 and most of the blue GCs as well as
the red GCs must be associated with the host galaxy.

3.1.2 Blue GC distribution and host galaxy dark matter
halo

The next question would then be what the blue GC distribu-
tion represents. One interesting possibility is that the blue
GCs are associated with the dark matter halo of the host

30 kpc

de Vaocouleurs

Blue clusters
more extended



Metallicities
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Fig. 2.— Globular cluster (g–z)0 distributions for all 100 ACSVCS galaxies. We plot color histograms of GC candidates (black), expected
contaminants (cyan), and statistically cleaned GC distributions (green). The black curve represent a nonparametric kernel density estimate
of the cleaned distribution. In cases where the distribution is likely bimodal, we plot the red and blue Gaussian components as determined
by the KMM estimates, as well as their sum (purple). In the unimodal cases, we plot the best fit single Gaussian to the entire distribution
(purple).

that includes the second and third quartile of the ranked
color distribution), and n is the total number of objects
(Izenman 1991). The bin size is not allowed to be smaller
than the mean photometric error. The histograms of the
GC data are shown in black, and histograms of the ex-
pected contamination as measured from the custom con-
trol fields are shown in cyan.

While the level of contamination is negligible for the
brighter galaxies, the background is a significant problem
for the fainter galaxies. We create statistically cleaned

samples of GCs by using a Monte Carlo procedure. For
each GC, we calculate the probability that it is a con-
taminant by using a nonparametric density estimate of
the control data as compared to the program galaxy data
at that color. Based on this probability, we randomly in-
clude or do not include this object (with replacement)
from our generated sample. Iterating 100 times for each
galaxy, we can produce an average color distribution that
is cleaned of contaminants. These histograms are plot-
ted in green. Kernel density estimates of the cleaned

[Fe/H] = -1.5 -0.5 (Peng et al. 2006)



Luminosity Function

(Jordan et al. 2007)
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FIG. 2.— Top: Fits of a Gaussian (dashed curve) and an evolved Schechter
function (solid curve) to the Milky Way GCLF, expressed as the (normalized)
number of clusters per unit of absolute V magnitude. The dot-dashed curve
is a Schechter function with the same value forMc as the solid curve but with
mass-loss parameter ∆ set to zero. Bottom: Corresponding observed GC
mass function dN/dM, and model fits, derived from the GCLF assuming a
V -band mass-to-light ratio of 2 M! L!1V,! for all clusters (McLaughlin & van
der Marel 2005).

Although both model fits to the GCLF are acceptable in
a statistical sense, the evolved Schechter function yields a
significantly lower χ2 value. This is because of the clear
asymmetry in the observed GCLF, which appears as a faint-
ward skew in the top panel and as a failure of the mass
function dN/dM to decline toward low masses in the bot-
tom panel. This behavior is described well by the evolved
Schechter function but is necessarily missed by the Gaussian,
which systematically underestimates the number of clusters
withM ! 3×104M!.
As a result of this, the best-fit evolved Schechter func-

tion yields a GCLF peak which is slightly brighter than the
Gaussian. From the parameters given just above and either
of equations (9) or (10), we find a turnover magnitude of
mTO = !7.5± 0.1 in the V band, some 0.1 mag brighter than
the Gaussian turnover in equation (11). The turnover mass
implied by the evolved Schechter function is thus MTO "
(1.75±0.15)×105M!, just over 10% more massive than the
Gaussian fit returns. The intrinsically symmetric Gaussian
model is forced to a fainter or lower-mass turnover in order to
better fit the relatively stronger low-mass tail of the observed
GCLF. We find similar offsets in general between the GCLF
turnovers from the two model fits to our ACSVCS data (see
§5 and §6 below).
We reiterate that the parameter ∆ in the evolved Schechter

function represents the average total mass loss per cluster
(presumably due mostly to evaporation) that is required to
transform an initial mass function like that of young clusters

in the local universe, into a typical old GCLF. Both quali-
tatively and quantitatively, our model fits in Figure 2 corre-
spond to the various similar plots in Fall & Zhang (2001). In
fact, the value ∆ " (2.5± 0.5)× 105M! obtained here for
the Milky Way agrees well with the mass losses required by
Fall & Zhang for their successful models with the second-
order effects of tidal shocks included. The simple function in
equation (7) is thus a good approximation to their much fuller
treatment of the GCLF.
It is also worth emphasizing just how close ∆ is to the

GCLF turnover mass scale. This implies that essentially all
globulars currently found in the faint “half” of the GCLF are
remnants of substantially larger initial entities. Equivalently,
any clusters initially less massive than " 2–3× 105M! are
inferred to have disappeared completely from the GC system.
Despite any difficulties in detail (§3.2.2 and §7.1) that

might remain to be resolved in this evaporation-dominated
view of the GCLF, and of GC systems in general, it is im-
portant just to have at hand a fitting formula like the evolved
Schechter function. In purely phenomenological terms, it fits
the GCLF of the Milky Way—which is, after all, still the best
defined over the largest range of cluster masses—at least as
well as any other function yet tried in the literature. In particu-
lar, it captures the basic asymmetry of the distribution without
sacrificing the small number of parameters and the simplic-
ity of form that have always been the primary strengths of a
Gaussian description. But at the same time, it is grounded in a
detailed physical model with well specified input assumptions
(Fall & Zhang 2001). Fitting it to large datasets, such as that
afforded by the ACSVCS, thus offers the chance to directly,
quantitatively, and economically assess the viability of these
ideas, in much more general terms than has been possible to
date.

4. FITTING METHODOLOGY AND TECHNICAL
CONSIDERATIONS

4.1. Maximum-Likelihood Fitting

Given either of the models just discussed—or, of course,
any other—we wish to estimate a set of parameters for the in-
trinsic GCLF of a cluster sample using the method of max-
imum likelihood, following an approach similar to that of
Secker & Harris (1993). To do so, we make use of all the
observational material described in §2.1.
First, we denote the set of GC magnitudes and uncertainties

in any galaxy, in either the z or the g band, by {mi,εm,i}. Sec-
ond, we write the three-dimensional completeness function
discussed above as f (m,Rh, Ib), which again depends not only
on GC apparentmagnitude but also on a cluster’s half-light ra-
dius and the background (“sky” and galaxy) light intensity at
the position of the cluster. Third, from our 17 control fields we
are able to estimate the luminosity function of contaminants in
the field of any ACSVCS galaxy. We call this function b(m),
and we determine it by constructing a normal-kernel density
estimate, with bandwidth chosen using cross-validation (see
Silverman 1986, §§ 2.4, 3.4). Finally, this further allows us
to estimate the net fractional contamination in the GC sam-
ple of each galaxy: B̂ = NC/N, where NC ≡ (1/17)

∑17
i=1NC,i

with NC,i the total number of contaminants present in the i-th
customized control field, and N is the total number of all GC
candidates in the sample.
Now, given this observational input, we assume that an in-

trinsic GCLF is described by some function G(m|Θ), where
Θ is the set of model parameters to be fitted. The choices
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FIG. 4.— Histograms of the GCLFs for our sample galaxies. For each galaxy we present the z-band and g-band GCLFs side by side. The VCC name and B
magnitude of the galaxy are indicated in the upper left corner of the left panel, where we also indicate the total number of sources in each histogram and the
bin-width h used to construct the histogram. Additionally we show the best-fit model (solid black curve), the intrinsic Gaussian component (dashed curve), the
Gaussian component multiplied by the expected completeness (dotted curve) and a kernel-density estimate of the expected contamination in the sample (solid
gray curve). The solid black curve is the sum of the solid gray and dotted curves. The galaxies are ordered by decreasing apparent B-band total luminosity,
reading down from the upper left-hand corner. The parameters of the fits are given in Table 2.

Milky Way Virgo

〈MV〉 = −7.5

σ = 1–1.5

Roughly
Gaussian



Numbers

SN = NGC100.4(MV+15)Specific Frequency: 

Spirals

SN ~ 1-2

Ellipticals

SN ~ 2-5

~200 GCs
in the MW

~104 GCs
in M87!



Mass Fraction

FGC = MGC/MgalGC Mass Fraction: 

A small fraction of Ias...

(
m5 =

MGC

NGC105 M!

)

(
ΥV =

Stellar Mass [M!]
Stellar Light [L!,V]

)

FGC ∼ 10−3SN
m5

ΥV,gal



Rate

Low-z Ia rate:  ~10-4.5 yr-1 Mpc-3

∼ 100

(
D

100 Mpc

)3

yr−1

Reach of
GC studies

~3-10% associated with mass component?
(Scannapieco & Bildsten 2005)

within 100 Mpc?! few × 10−2 yr−1GCIa rate



Dynamical enhancement?

• Dynamical interactions may enhance the rate.

• NS binaries, blue stragglers, etc., are 
overabundant/mass in GCs by factor of 100.

• Why not Ias?

• Enhancement of x10 may not be asking much.

(Shara & Hurley 2002; Ivanova et al. 2006) 

A few GCIas per decade within 100 Mpc?



How do we find them?

• First, check the archive (some interesting cases).

• Use archival images (if they exist).

• Late-time followup (>1 yr).

• Especially target Ias with large offsets.

We should (and probably can) do this for 
every Ia within 100 Mpc.



MV = -19.5

Late-Time Light Curve18 Sollerman et al.: SN 2000cx @ late phases

Fig. 4. The optical light curves of SN 2000cx. The early data are from Li et al. (2001). The R-band light curve has
been shifted as indicated for clarity. The full lines are the best linear fits to the late-time VLT data, with slopes
as given in Table 8. The dashed line is an extrapolation of this slope back to the early light curve. The late HST
photometry is displayed with larger symbols. For the R-band point at 348 days past maximum, we have indicated the
likely transformation from HST magnitudes to the R-band system (lower error bar).

2000cx
(Sollerman et al. 2004)

+1.5

-1.5
MV = -7.5

G
C

LF



What do we learn?

• Are GCIas different? Peak L? 
Lightcurve?

• Constrain Ia progenitors?

• Affected by low Z?

• Do Ias really occur in old stellar 
systems? (addresses `frosting’ 
issue)

• GCIa rate interesting for Ia 
progenitor models and cluster 
dynamics.

Figure 2: Rates of potential SN Ia-scale events after a 1-yr long star formation
burst that produces 1 M! of close binary stars.

atop WD and detonates when its mass increases to ∼ 0.1 M! (Limongi & Tornambè
1991). Detonation of He produces an inward propagating pressure wave that
leads to close-to-center detonation of C. The total mass of configuration in this
case may be sub-Chandrasekhar.

Scenario D [“single degenerate” – SD – scenario, (Whelan & Iben 1973)]
occurs in the systems where low-mass MS (or close to MS) stars [M20

<
∼ (2 −

3)M!] or (sub)giant (M20/M1
<
∼ 0.8) companions to WD stably overflow Roche

lobes. Accreted hydrogen burns into helium and then into CO-mixture. This
allows to accumulate MCh.

Scenario E is the only way to produce SN Ia in a wide system, via accu-
mulation of a He layer for ELD or MCh by accretion of stellar wind matter in a
symbiotic binary (Tutukov & Yungelson 1976).

Scenarios A – E are associated with binaries of different types and with
different masses of components. This sets an “evolutionary clock” – the time
delay between formation of a binary and SN Ia. Figure 2 shows the differential
rates of SN Ia produced via channels A, C, and D after a burst of star formation.
The DD-scenario is the only one that may operate in the populations of any
age, while SD- or ELD-scenarios are not effective if star formation ceased several
Gyr ago.

Table 1 presents the order of magnitude model estimates for νIa after 10Gyr
since beginning of star formation in the populations that have similar total mass
comparable to the mass of the Galactic disk. Computations were made by the
code used, e. g., by Tutukov and Yungelson (1994) and Yungelson and Livio

4

(Yungelson 2005)

Double DegSingle D
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