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A. Quantum Quenches in isolated systems.



B. Local relaxation in integrable/non-integrable models.



C. “Pre-thermalization plateaux”.



D. Beyond Pre-thermaliztion.





Quantum Quenches in isolated many-particle systems

A. Consider a quantum many-particle system with Hamiltonian H


(no randomness, translationally invariant, short ranged)



B. Prepare the system in density matrix ρ(0) that does not 
correspond to superposition of small # of eigenstates of H, 
fulfils cluster decomposition & is translationally invariant.



C. Time evolution ρ(t)= exp(-iHt) ρ(0) exp(iHt)



D. Study time evolution of local observables Tr[ρ(t) Ο(x)]


    (in the thermodynamic limit).



Given that we are considering an isolated system, in what sense 
does the system relax at late times ?

 It relaxes locally (in space):

A

B

• Entire System: A∪B


• Take A infinite, B finite


• Ask questions only about B: 

Expectation values 


of local ops: 〈Ψ(t)|OB(x)|Ψ(t)〉

Physical Picture: A acts like a bath for B.

Local Relaxation



Reduced density matrix: ρB(t)=trA ρ(t)

A

B

Subsystems are described by reduced density matrices:

The system relaxes locally if limt→∞ ρB(t)= ρB(∞) exists for any 
finite subsystem B in the thermodynamic limit.



Nonequilibrium Steady State

A density matrix ρSS describes the steady state of a system 
A∪B that relaxes locally, if  TrA[ρSS]=TrA[ρ(∞)] for any finite 
subsystem B in the thermodynamic limit |A|→∞.



What is ρSS ?

N.B. ρSS is not unique.



Conservation laws

Isolated system → energy conserved

No other conserved quantities → system thermalizes
Deutsch ’91, Srednicki ’94,….

Define a Gibbs Ensemble:

fix effective temperature:

Thermalization: ρSS = ρGE



Further conserved quantities: system does not thermalize

Define a Generalized Gibbs Ensemble:

fix Lagrange multipliers:

Non-thermal Steady State ρSS = ρGGE

Rigol et. al. ‘07

Barthel&Schollwöck ’08


Cramer et al ’08 


…



Quantum Integrable Models

Example: transverse-field Ising chain

S↵�
j,j+` = �↵

j

⇥
�z
j+1 . . .�

z
j+`�1

⇤
��
j+`define operators

In involve spins


on n+2 

neighbouring 
sites

Grady ’82, Prosen ’98

These have extensive numbers of local (in space) integrals of 


motion [Im, In]=[Im, H(h)]=0.



Integrable vs non-integrable models

- Integrable models relax locally to GGEs


- Non-integrable models thermalize.

Non-equilibrium evolution of quantum integrable models


is markedly different from that of non-integrable models:

What happens if we add a small perturbation to a


quantum integrable model?



Adding small perturbations to integrable models

Steady state will be thermal, but there could be a “proximity


effect” at intermediate times:

time
T

thermalization?

0

“remnants of integrability”?

Manmana et al ’07


Moeckel&Kehrein ’08


Kollar et al ’11


Marcuzzi et al ’13


Brandino et al ’13


Essler et al ‘14


Nessi et al ’14

Kollath et al ’07


Rigol& Santos ’09, ’10



What are these “remnants of integrability”?

2

bles. The continuous unitary transformation technique
is introduced and used to study a weakly nonintegrable
quench of the model in Sec. IV. In Sec. V we establish
the existence of the prethermalized regime and describe
the approximately stationary behavior in this regime by
constructing a “deformed GGE”. The dynamics in the
presence of strong integrability-breaking interactions is
studied numerically in Sec. VI. Sec. VII contains a sum-
mary and discussion of our main results. Technical de-
tails underpinning our analysis are consigned to several
appendices.

II. THE MODEL

We consider the following Hamiltonian of spinless
fermions with dimerization and density-density interac-
tions

H(�, U) = �J

L
X

l=1

⇥

1 + (�1)l�
⇤

⇣

c†l cl+1

+ h.c.
⌘

+U
L

X

l=1

c†l clc
†
l+1

cl+1

, (1)

with periodic boundary conditions. Here {c†l , cj} = �l,j
and we restrict our attention to the parameter regime
J > 0, U � 0 and 0 < � < 1. We work at half-filling
throughout, i.e. the total number of fermions is L/2.
When showing results for the time evolution of observ-
ables we measure time in units of J�1 throughout. An
important characteristic of H(�, U) is that fermion num-
ber is conserved by virtue of the U(1) symmetry

cj �! ei'cj , ' 2 [0, 2⇡]. (2)

The presence of the U(1) symmetry is a crucial feature
of our model: on the one hand it leads to dramatic sim-
plifications in our analytical calculations, while at the
same time it enables us to access very late times in our
t-DMRG computations (as compared to existing studies
of other nonintegrable one dimensional models).

We note that the Hamiltonian (1) is equivalent to a
spin-1/2 Heisenberg XXZ chain with dimerized XX term
as can be shown by means of a Jordan-Wigner trans-
formation. The model with finite U, � has previously
been studied in order to investigate the e↵ect of inter-
actions on the equilibrium dimerization of the chain.39,40

Density matrix renormalization group calculations sug-
gest that for large values of the interaction parameter
U & 4, the Peierls transition to a dimerized ground state
is suppressed.40

There are several limits, in which exact results on
the equilibrium phase diagram of H(�, U) are available.
Firstly, in the absence of interactions (U = 0) and for any
value of the dimerization parameter � we obtain a model

of a noninteracting Peierls insulator. Secondly, for van-
ishing dimerization � = 0 and U � 0 a Jordan-Wigner
transformation maps the model to the spin-1/2 Heisen-
berg XXZ chain. Finally, in the regime of small |�| and
U < J , the low-energy limit of the model is given by the
integrable sine-Gordon model.41

A. Peierls insulator

The special case H(�, 0) describes a Peierls insulator
and can be solved by means of a Bogoliubov transforma-
tion

cl =
1p
L

X

k>0

X

↵=±
�↵(l, k|�)a↵(k) . (3)

Here a↵(k) are fermion annihilation operators fulfilling

{a↵(k), a�(q)} = 0 , {a↵(k), a†
�(q)} = �↵,��k,q. (4)

The coe�cients are chosen as

�↵(l, k|�) = e�ikl
h

u↵(k, �) + v↵(k, �)(�1)l
i

, (5)

where

v↵(k, �) =

"

1 +

�

�

�

�

2J cos(k) � ✏↵(k)

2�J sin(k)

�

�

�

�

2

#�1/2

,

u↵(k, �) = iv↵(k)
2J cos(k) � ✏↵(k)

2�J sin(k)
, (6)

✏↵(k, �) = 2↵J
p

�2 + (1 � �2) cos2(k) . (7)

The “+” and “�” bands are separated by an energy gap
of 4�J . Finally,

P

k>0

is a shorthand notation for the
momentum sum

X

k>0

f(k) =

L/2
X

n=1

f
�2⇡n

L

�

. (8)

In terms of the Bogoliubov fermions the Peierls Hamil-
tonian is diagonal:

H(�, 0) =
X

k>0

✏↵(k, �)a†
↵(k)a↵(k). (9)

B. Integrability-breaking interactions

Adding interactions to the Peierls Hamiltonian leads
to a theory that is not integrable. An exception is the
low-energy limit for |�| ⌧ 1, which is described by a
quantum sine-Gordon model.41 In the following we will
be interested in the regime 0.4  �  0.8, which is far
away from this limit. It is useful to express the density-
density interaction in H(�, U) in terms of the Bogoliubov
fermions diagonalizing H(�, 0)

2 bands of free fermions

(1) integrable model = free theory for simplicity
(2) Two tuneable parameters:


1 for quench in integrable model, 1 to break integrability; 
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Non-interacting (integrable) theory:



Quenches in the free (integrable) theory

Prepare the system in the ground state      of 

At t=0 quench

Single particle Green’s function

3

H
int

= U

L
X

l=1

c†l clc
†
l+1

cl+1

= U
X

kj>0

V↵1↵2↵3↵4(k1, k2, k3, k4)a
†
↵1

(k
1

)a↵2(k2)a
†
↵3

(k
3

)a↵4(k4) ,

V↵(k) =
1

L2

X

l

�⇤
↵1

(l, k
1

|�)�↵2(l, k2

|�)�⇤
↵3

(l + 1, k
3

|�)�↵4(l + 1, k
4

|�) ,

=
1

L
ei(k3�k4)

n

�k1+k3,k2+k4 [w↵1↵2(k1, k2)w↵3↵4(k3, k4) � x↵1↵2(k1, k2)x↵3↵4(k3, k4)]

+�k1+k3+⇡,k2+k4 [x↵1↵2(k1, k2)w↵3↵4(k3, k4) � w↵1↵2(k1, k2)x↵3↵4(k3, k4)]
o

. (10)

Here we have defined

w↵�(k, p) = u⇤
↵(k, �)u�(p, �) + u ! v, (11)

x↵�(k, p) = u⇤
↵(k, �)v�(p, �) + u $ v. (12)

III. INTEGRABLE QUANTUM QUENCHES

We first consider a quantum quench of the dimerization
parameter � in the limit of vanishing interactions U = 0.
The system is initially prepared in the ground state | 

0

i
of H(�i, 0), and at time t = 0 the dimerization is suddenly
quenched from �i to �f . At times t > 0 the system evolves
unitarily with the new Hamiltonian H(�f , 0).

The diagonal form of our initial Hamiltonian is

H(�i, 0) =
X

↵=±

X

k>0

✏↵(k, �i)b
†
↵(k)b↵(k), (13)

and describes two bands of noninteracting fermions. The
ground state is obtained by completely filling the “�”
band; i.e.,

| 
0

i =
Y

k

b†�(k)|0i, (14)

where |0i is the fermion vacuum defined by b↵(k)|0i = 0,
↵ = ±, k 2 (0, ⇡]. At times t > 0 the system is in the
state

| 
0

(t)i = e�iH(�f ,0)t| 
0

i. (15)

The new Hamiltonian is diagonalized by the Bogoliubov
transformation (3)

H(�f , 0) =
X

↵=±

X

k>0

✏↵(k, �f )a†
↵(k)a↵(k), (16)

and by virtue of (3) the Bogoliubov fermions a↵(k), a†
↵(k)

are linearly related to b↵(k), b†↵(k). Using this relation
it is a straightforward exercise to obtain an explicit ex-
pression for the time evolution of the fermion Green’s
function (see Fig. 1)

G
0

(j, `, t) = h 
0

(t)|c†jc`| 0

(t)i

=
1

L

X

k>0

X

↵�

�⇤
↵(j, k|�f )��(`, k|�f ) ⇥

ei(✏↵(k)�✏�(k))tS�
↵ (k)S�

� (k)⇤ (17)

where

S�
↵(k) = u↵(k, �f )u⇤

�(k, �i) + u $ v. (18)
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FIG. 1. (Color online) Green’s function G0(j, l, t) for a quench
with �i = 0.75, �f = 0.25 and a lattice with L = 100 sites.

The late-time behavior can be determined by a sta-
tionary phase approximation, which gives

lim
t!1

G
0

(j, `, t) ⇠ g
1

(j, `) + g
2

(j, `)t�3/2 + . . . (19)

A. Generalized Gibbs ensemble (GGE)

The stationary state of the dimerization quench is de-
scribed by a GGE.30 We now briefly review the construc-
tion of the GGE following Refs. 9, 11, and 12. In the
thermodynamic limit the system after the quench pos-

sesses an infinite number of local conservation laws I
(n)
a

(a = 1, 2, 3, 4, n 2 N)

[I(n)a , I
(m)

b ] = 0 , I
(1)

1

= H(�f , 0). (20)

An explicit construction of these conservation laws is pre-
sented in Appendix A. Given these conserved quantities
we defined a density matrix

%
GGE

=
1

Z
GGE

exp



�
4

X

a=1

X

j�1

�(j)
a I(j)a

�

, (21)
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FIG. 1. (Color online) Green’s function G0(j, l, t) for a quench
with �i = 0.75, �f = 0.25 and a lattice with L = 100 sites.

The late-time behavior can be determined by a sta-
tionary phase approximation, which gives
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t!1

G
0
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1

(j, `) + g
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A. Generalized Gibbs ensemble (GGE)

The stationary state of the dimerization quench is de-
scribed by a GGE.30 We now briefly review the construc-
tion of the GGE following Refs. 9, 11, and 12. In the
thermodynamic limit the system after the quench pos-

sesses an infinite number of local conservation laws I
(n)
a

(a = 1, 2, 3, 4, n 2 N)

[I(n)a , I
(m)

b ] = 0 , I
(1)

1

= H(�f , 0). (20)

An explicit construction of these conservation laws is pre-
sented in Appendix A. Given these conserved quantities
we defined a density matrix

%
GGE

=
1

Z
GGE

exp



�
4

X

a=1

X

j�1

�(j)
a I(j)a

�

, (21)

given by a GGE

G(j, `, t) = h 0(t)|c†jc`| 0(t)i



Stationary State : GGE

Free theories: local conservation laws ⇔ mode occupation ops
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where Z
GGE

ensures normalization.42 The Lagrange mul-
tipliers are fixed by the requirements that the expecta-
tion values of the conserved quantities are the same in
the initial state and in the GGE

lim
L!1

1

L
h 

0

|I(j)a | 
0

i = lim
L!1

1

L
tr

h

%
GGE

I(j)a

i

. (22)

We then bipartition the system into a segment B of ` con-
tiguous sites and its complement A and form the reduced
density matrix

%
GGE,B = trA [%

GGE

] . (23)

On the other hand the reduced density matrix of segment
B after our quantum quench is simply

%B(t) = trA
h

| 
0

(t)ih 
0

(t)|
i

. (24)

At late times after the quench it can be shown by using
free fermion techniques (see, e.g., Ref. 11) that

lim
t!1

lim
L!1

%B(t) = %
GGE,B. (25)

An alternative9,14,30 but equivalent12 construction of the
GGE is based on the mode occupation numbers

n̂↵(k) = a†
↵(k)a↵(k). (26)

By construction these commute with H(�f , 0) and among
themselves, and we can express the density matrix in the
form

%
GGE

=
1

Z
GGE

exp



�
X

k>0

X

↵=±
�
(↵)
k n̂↵(k)

�

. (27)

The Lagrange multipliers are fixed by the conditions

h 
0

|n̂↵(k)| 
0

i = tr [%
GGE

n↵(k)] , (28)

which are solved by

e��
(+)
k =

|S�
+

(k)|2

1 � |S�
+

(k)|2
,

e��
(�)
k =

|S�
�(k)|2

1 � |S�
�(k)|2

. (29)

Here the functions S↵
� (k) are defined in (18).

B. GGE vs. thermal expectation values

In the following it will be important to quantify the dif-
ference between the GGE constructed above and a Gibbs
ensemble (GE)

%G =
1

Z
G

exp(��
e↵

H(�f , 0)) , (30)

constructed by requiring that the average thermal energy
density is equal to the energy density in the initial state

lim
L!1

h 
0

|H(�f , 0)| 
0

i
L

= lim
L!1

tr [%
G

(�
e↵

) H(�f , 0)]

L
.

(31)
Using the fact that the fermions diagonalizing H(�f , 0)
and H(�i, 0) are linearly related by

a†
↵(k) = S�

↵(k) b†�(k), (32)

we can rewrite (31) in the form
X

k>0

✏
+

(k, �f )
⇥

|S�
�(k)|2 � |S�

+

(k)|2
⇤

=
X

k>0

✏
+

(k, �f ) tanh



�
e↵

2
|✏
+

(k, �f )|2
�

. (33)

1. Mode occupation numbers

In order to exhibit the di↵erence between Gibbs and
generalized Gibbs ensembles it is useful to consider the
mode occupation numbers, which are given by

hn̂↵(p)i =

8

<

:

1

1+exp

�

�eff✏↵(k,�f )
� for GE,

1

1+exp

�

�
(↵)
k

� for GGE.
(34)

Clearly the mode occupation numbers shown in
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FIG. 2. (Color online) Comparison between the mode oc-
cupation numbers hn+(k)i for Gibbs and generalized Gibbs
ensembles for a quench with �i = 0.75, �f = 0.25. The e↵ec-
tive inverse temperature for this quench is �e↵ = 2.95782J .

Figs. 2 & 3 are very di↵erent in the two ensembles.

2. Green’s function

As has been emphasized in Ref. 11, as we are dealing
with the nonequilibrium dynamics of an isolated quan-
tum system, we should focus on the expectation values

5
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FIG. 3. (Color online) Comparison between the mode oc-
cupation numbers hn�(k)i for Gibbs and generalized Gibbs
ensembles for a quench with �i = 0.75, �f = 0.25. The e↵ec-
tive inverse temperature for this quench is �e↵ = 2.95782J .

of local (in space) operators, as descriptions in terms of
statistical ensembles most naturally apply to them (see
also12,43). We therefore consider the fermionic Green’s
function in position space, and furthermore focus on its
short-distance properties. The Green’s functions in the
GGE and thermal ensembles are

hc†jcli =
1

L

X

p>0

X

↵

�⇤
↵(j, p|�f )�↵(l, p|�f )hn̂↵(p)i, (35)

where the mode occupation numbers are given by (34). In
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FIG. 4. (Color online) Green’s function hc†L/2cL/2+ji calcu-
lated in the Gibbs and generalized Gibbs ensembles for a
quench with �i = 0.75, �f = 0.25 and a lattice with L = 100
sites. The e↵ective inverse temperature for this quench is
�e↵ = 2.95782J .

Fig. 4 we show a comparison between the results for the
fermion Green’s function calculated in the appropriate
Gibbs and generalized Gibbs ensembles. We observe that
in contrast to the mode occupation numbers, the di↵er-
ence between the short-distance behavior of the Green’s
function in the two ensembles is fairly small.

IV. QUENCHING TO A WEAKLY
INTERACTING MODEL

We now modify our quantum quench as follows. We
still start out our system in the ground state | 

0

i of the
pure Peierls Hamiltonian H(�i, 0) given by Eq. (14), but
we now quench to H(�f , U), where we consider U/J to
be small compared to min(�i, �f ). Our main interest is to
quantify how a non-zero value of U modifies the dynamics
after the quench.

To tackle the quench problem in the nonintegrable
weakly interacting model we employ the continuous
unitary transformation (CUT) technique44,45 which has
been applied extensively to nonequilibrium problems
(see, for example, Refs. 32 and 46). We provide a brief
overview of the CUT technique for out-of-equilibrium
many-body systems and proceed to calculate the time-
dependent Green’s function and the four-point function.

A. Time evolution of observables by CUT

For a nonintegrable interacting model it is no longer
possible to calculate the time evolution induced by the
Hamiltonian (1) exactly. We use the CUT technique to
obtain a perturbative expansion in U of the time-evolved
observables.

The central idea of the CUT method is to construct
a sequence of infinitesimal unitary transformations, cho-
sen such that the Hamiltonian becomes successively more
energy-diagonal. A family of unitarily equivalent Hamil-
tonians H(B) characterized by the parameter B can be
constructed from the solutions of the di↵erential equation

dH(B)

dB
=

h

⌘(B), H(B)
i

, (36)

where ⌘(B) is the anti-Hermitian generator of the unitary
transformation. Wegner44 showed that the Hamiltonian
in the final basis H(B = 1) is energy diagonal if ⌘(B) =
[H

0

(B), H
int

(B)], where H
0

is the quadratic part of the
Hamiltonian and H

int

is the remainder. In practice (36)
is used by expanding all operators in power series in an
appropriate small parameter, which in our case will be
the interaction strength U .

Following the transformation with an appropriate
choice of generator, the Hamiltonian is energy diagonal
(but not integrable). To perform the time evolution we
must introduce an additional approximation: We normal
order the interaction term with respect to the initial state
| 

0

i and neglect the normal-ordered quartic (and higher
order) terms

H(B = 1) = H
0

(B = 1) + H
int

(B = 1)

= H 0+ : H
int

(B = 1) : ,

U(t) ⇡ exp(�iH 0t) ,

where the time evolution operator U(t) depends only on
the quadratic Hamiltonian H 0 whose single particle en-

Momentum occupation numbers for the two bands:

Very non-thermal!
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†
L/2+2i with the CUT results for the quench �i = 0.8 !

� = 0.4 and Ui = 0 ! U on the L = 100 chain.

carried out comparisons to results obtained with a target
discarded weight of " = 10�11, and in addition compared
to simulations using di↵erent time steps of �t = 0.005
or �t = 0.01, respectively. Some details are presented
in Appendix B. As shown there, the di↵erence between
the results at the end of the time evolution is ⇠ 10�4 or
smaller for L = 100 sites, which means t-DMRG errors
are negligible in our comparison to the CUT results.
The revival time ⌧r for measurements in the center of a
finite chain of noninteracting particles is L/2v

max

, where
L is the system size and v

max

is the maximal velocity.
In the small-U regime of interest here we can obtain a
good estimate of ⌧r by calculating it in the U = 0 limit.
The estimate can be improved by searching for features
associated with revivals at times close to the free fermion
estimate. By comparing data with di↵erent systems sizes
L, we have verified that finite-size e↵ects are negligible
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FIG. 8. (Color online) A comparison of the CUT Green’s
function |G(100, 101, t) � G(100, 101, t ! 1)| and the free
fermion asymptotic form, Eq. (19), on the L = 200 chain for
the quench �i = 0.75 ! � = 0.5 and Ui = 0 ! U = 0.15. The
prefactor of the power law t�3/2 is used as a fit parameter.
The revival time of the L = 200 chain is t ⇠ 50 and the
asymptotic value G(100, 101, t ! 1) = �0.482275.
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FIG. 9. (Color online) A comparison between the free fermion
asymptotic form of the Green’s function, Eq. (19), and the
CUT result for the quench �i = 0.75 ! � = 0.5 and Ui = 0 !
U = 0.15 on the L = 200 chain. The prefactor of the power
law t�3/2 is used as a fit parameter.

in the t-DMRG data for times less than the revival time
⌧r. Finally, we carry out a comparison between CUT and
t-DMRG results only for times t su�ciently smaller than
⌧r. We note that as far as the t-DMRG computations
are concerned, we have been able to reach times ⇠ 200
for system size L = 50. Whilst for short enough times
the error in the observable can be estimated as ⇠ p

",
at longer times, even if the discarded weight is kept con-
stant, the accumulation of errors in the course of the
sweeps needs to be taken into account. Therefore, for
the situations in which times > 20 are discussed, a more
detailed error analysis is necessary, which is presented in
Appendix B. In Figs. 10–12 we show a comparison of
the CUT and t-DMRG results for the time-dependence

Thermalization?

“Prethermalization Plateaux” Moeckel&Kehrein ’08


Kollar et al ’11

 Constant values are neither thermal nor GGE
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and is characterized by a GGE, i.e.

g
1

(j, `) = tr[%
GGE

c†jc`]. (66)

2. As we showed in Sec. III B, the GGE expectation
values for the Green’s function are generally dif-
ferent from the thermal expectation values at the
appropriate e↵ective inverse temperature �

0

char-
acterizing the quench

tr[%
GGE

c†jc`] � tr[%
G

(�
0

)c†jc`] = O(1). (67)

3. If the stationary state after the quench (�i, 0) !
(�f , U) was described by a thermal distribution, its
e↵ective inverse temperature �

e↵

would be deter-
mined by

lim
L!1

h 
0

|H(�f , U)| 
0

i
L

= lim
L!1

tr [%
G

(�
e↵

) H(�f , U)]

L
.

(68)
On the other hand, given that Wick’s theorem
holds in the state | 

0

i, we conclude that

h 
0

|H(�f , U)| 
0

i = h 
0

|H(�f , 0)| 
0

i + O(U). (69)

Hence

�
e↵

= �
0

+ O(U). (70)

4. Combining (70) with (67) we conclude that

tr[%
GGE

c†jc`] � tr[%
G

(�
e↵

) c†jc`] = O(1). (71)

5. Finally, combining (65), (66) and (71), we conclude
that

g(j, `) � tr[%
G

(�
e↵

) c†jc`] = O(1), (72)

and hence g(j, `) is not described by a thermal dis-
tribution.

A. Characterization of the prethermalized regime
through approximate conservation laws

In the previous section we have shown that the CUT
result cannot produce an e↵ective thermal Gibbs ensem-
ble in the long time limit. Given that the CUT results
for the Green’s function are in excellent agreement with
t-DMRG data at intermediate times, this establishes the
existence of a “prethermalized stationary regime”. An
obvious question is then how to characterize the statisti-
cal ensemble describing the corresponding plateau values
of local observables.

1. Approximate conservation laws

In our CUT analysis of the nonequilibrium dynamics
the generator of time evolution was taken to be

H 0 =
X

↵=±

X

k>0

✏̃↵(k)a†
↵(k)a↵(k). (73)

Clearly the mode occupation number operators n↵↵(k)
commute with H 0, and hence constitute conservation
laws (to first order in U) within our CUT approach.
Their pre-images under the CUT, accurate to order
O(U), are simply

Q↵(k) = a†
↵(k)a↵(k) � U

X

qj>0

N�
↵↵(q|k, k, B = 1)

⇥ a†
�1

(q
1

)a�2(q2)a
†
�3

(q
3

)a�4(q4). (74)

By construction these operators approximately commute
with one another

[Q↵(k), Q�(p)] = O(U2). (75)

However, the commutator with the Hamiltonian is in fact

[Q↵(k), H(�f , U)] = O(U), (76)

i.e. the charges (74) are not (approximately) conserved
on an operator level, but only their expectation values
with respect to | 

0

(t)i are (approximately) time inde-
pendent. This is a fundamental di↵erence to the proposal
put forward in Ref. 33 for describing prethermalization
plateaus. The charges Q↵(k) have a very transparent
physical meaning: they are the number operators for ap-
proximately conserved “quasiparticles”, and the quartic
terms describe the leading contribution to the dressing
of the non-interacting fermions.

2. Approximate description by a “deformed GGE”

It is natural to attempt a description of the prether-
malized regime in terms of a statistical ensemble of the
form

%
PT

=
1

Z
PT

exp

0

@

X

k,↵

�
(↵)
k Q↵(k)

1

A . (77)
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and is characterized by a GGE, i.e.

g
1

(j, `) = tr[%
GGE

c†jc`]. (66)

2. As we showed in Sec. III B, the GGE expectation
values for the Green’s function are generally dif-
ferent from the thermal expectation values at the
appropriate e↵ective inverse temperature �

0

char-
acterizing the quench

tr[%
GGE

c†jc`] � tr[%
G

(�
0

)c†jc`] = O(1). (67)

3. If the stationary state after the quench (�i, 0) !
(�f , U) was described by a thermal distribution, its
e↵ective inverse temperature �

e↵

would be deter-
mined by

lim
L!1
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|H(�f , U)| 
0

i
L

= lim
L!1

tr [%
G
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e↵

) H(�f , U)]

L
.

(68)
On the other hand, given that Wick’s theorem
holds in the state | 

0

i, we conclude that

h 
0

|H(�f , U)| 
0

i = h 
0

|H(�f , 0)| 
0

i + O(U). (69)

Hence

�
e↵

= �
0

+ O(U). (70)

4. Combining (70) with (67) we conclude that

tr[%
GGE

c†jc`] � tr[%
G

(�
e↵

) c†jc`] = O(1). (71)

5. Finally, combining (65), (66) and (71), we conclude
that

g(j, `) � tr[%
G

(�
e↵

) c†jc`] = O(1), (72)

and hence g(j, `) is not described by a thermal dis-
tribution.

A. Characterization of the prethermalized regime
through approximate conservation laws

In the previous section we have shown that the CUT
result cannot produce an e↵ective thermal Gibbs ensem-
ble in the long time limit. Given that the CUT results
for the Green’s function are in excellent agreement with
t-DMRG data at intermediate times, this establishes the
existence of a “prethermalized stationary regime”. An
obvious question is then how to characterize the statisti-
cal ensemble describing the corresponding plateau values
of local observables.

1. Approximate conservation laws

In our CUT analysis of the nonequilibrium dynamics
the generator of time evolution was taken to be

H 0 =
X

↵=±

X

k>0

✏̃↵(k)a†
↵(k)a↵(k). (73)

Clearly the mode occupation number operators n↵↵(k)
commute with H 0, and hence constitute conservation
laws (to first order in U) within our CUT approach.
Their pre-images under the CUT, accurate to order
O(U), are simply

Q↵(k) = a†
↵(k)a↵(k) � U

X

qj>0

N�
↵↵(q|k, k, B = 1)

⇥ a†
�1

(q
1

)a�2(q2)a
†
�3

(q
3

)a�4(q4). (74)

By construction these operators approximately commute
with one another

[Q↵(k), Q�(p)] = O(U2). (75)

However, the commutator with the Hamiltonian is in fact

[Q↵(k), H(�f , U)] = O(U), (76)

i.e. the charges (74) are not (approximately) conserved
on an operator level, but only their expectation values
with respect to | 

0

(t)i are (approximately) time inde-
pendent. This is a fundamental di↵erence to the proposal
put forward in Ref. 33 for describing prethermalization
plateaus. The charges Q↵(k) have a very transparent
physical meaning: they are the number operators for ap-
proximately conserved “quasiparticles”, and the quartic
terms describe the leading contribution to the dressing
of the non-interacting fermions.

2. Approximate description by a “deformed GGE”

It is natural to attempt a description of the prether-
malized regime in terms of a statistical ensemble of the
form

%
PT

=
1

Z
PT

exp

0

@

X

k,↵

�
(↵)
k Q↵(k)
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Commutation relations:

→ charges not (perturbatively) conserved at the operator level, but

Physical interpretation as quasiparticle occupation numbers
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and is characterized by a GGE, i.e.

g
1

(j, `) = tr[%
GGE

c†jc`]. (66)

2. As we showed in Sec. III B, the GGE expectation
values for the Green’s function are generally dif-
ferent from the thermal expectation values at the
appropriate e↵ective inverse temperature �

0

char-
acterizing the quench
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GGE
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(�f , U) was described by a thermal distribution, its
e↵ective inverse temperature �
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would be deter-
mined by

lim
L!1

h 
0
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On the other hand, given that Wick’s theorem
holds in the state | 

0

i, we conclude that
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0

|H(�f , U)| 
0

i = h 
0

|H(�f , 0)| 
0

i + O(U). (69)

Hence
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= �
0

+ O(U). (70)

4. Combining (70) with (67) we conclude that
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GGE
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G
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) c†jc`] = O(1). (71)

5. Finally, combining (65), (66) and (71), we conclude
that

g(j, `) � tr[%
G
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e↵

) c†jc`] = O(1), (72)

and hence g(j, `) is not described by a thermal dis-
tribution.

A. Characterization of the prethermalized regime
through approximate conservation laws

In the previous section we have shown that the CUT
result cannot produce an e↵ective thermal Gibbs ensem-
ble in the long time limit. Given that the CUT results
for the Green’s function are in excellent agreement with
t-DMRG data at intermediate times, this establishes the
existence of a “prethermalized stationary regime”. An
obvious question is then how to characterize the statisti-
cal ensemble describing the corresponding plateau values
of local observables.

1. Approximate conservation laws

In our CUT analysis of the nonequilibrium dynamics
the generator of time evolution was taken to be

H 0 =
X

↵=±

X

k>0

✏̃↵(k)a†
↵(k)a↵(k). (73)

Clearly the mode occupation number operators n↵↵(k)
commute with H 0, and hence constitute conservation
laws (to first order in U) within our CUT approach.
Their pre-images under the CUT, accurate to order
O(U), are simply

Q↵(k) = a†
↵(k)a↵(k) � U

X

qj>0
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↵↵(q|k, k, B = 1)

⇥ a†
�1

(q
1

)a�2(q2)a
†
�3

(q
3

)a�4(q4). (74)

By construction these operators approximately commute
with one another

[Q↵(k), Q�(p)] = O(U2). (75)

However, the commutator with the Hamiltonian is in fact

[Q↵(k), H(�f , U)] = O(U), (76)

i.e. the charges (74) are not (approximately) conserved
on an operator level, but only their expectation values
with respect to | 

0

(t)i are (approximately) time inde-
pendent. This is a fundamental di↵erence to the proposal
put forward in Ref. 33 for describing prethermalization
plateaus. The charges Q↵(k) have a very transparent
physical meaning: they are the number operators for ap-
proximately conserved “quasiparticles”, and the quartic
terms describe the leading contribution to the dressing
of the non-interacting fermions.

2. Approximate description by a “deformed GGE”

It is natural to attempt a description of the prether-
malized regime in terms of a statistical ensemble of the
form

%
PT

=
1

Z
PT

exp

0

@

X

k,↵
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(↵)
k Q↵(k)
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Here the Lagrange multipliers �
(↵)
k are fixed by the re-

quirements

tr [%
PT

Q↵(k)] = h 
0

|Q↵(k)| 
0

i. (78)

The left-hand side of (78) is most easily evaluated in the
B = 1 basis, where it becomes

1

Z
PT

tr
h

e
P

k,↵ �
(↵)
k a†

↵(k)a↵(k)a†
↵(k)a↵(k)

i

=
1

1 + e��
(↵)
k

.

(79)

The right-hand side of (78) is equal to

n↵↵(k) � U
X

qj>0

N�
↵↵(q|k, B = 1) [n�1�2(q1)n�3�4(q3)�q1,q2�q3,q4 + n�1�4(q1) [��2,�3 � n�3�2(q2)] �q1,q4�q2,q3 ] . (80)

Equating (80) with (79) and using (54) we obtain an

explicit expression for the Lagrange multipliers �
(↵)
k . The

fermion Green’s function evaluated with respect to the
density matrix (77) is

G
PT

(j, `) = tr
h

%
PT

c†jc`

i

=
1

L

X

q>0

X

↵=±
�⇤
↵(j, q|�f )�↵(`, q|�f )

⇥ tr
⇥

%
PT

a†
↵(q)a↵(q)

⇤

. (81)

We wish to show that this is equal to the infinite-time
limit of the CUT result up to order O(U2) corrections,
i.e.

G
PT

(j, `) = lim
t!1

G(j, `; t) + O(U2). (82)

The trace in (81) is most easily evaluated in the B = 1
basis

tr
⇥

%
PT

a†
↵(q)a↵(q)

⇤

=
1

Z
PT

tr
h

e
P

k,↵ �
(↵)
k a†

↵(k)a↵(k)n̂↵,↵(q, q|B = 1)
i

= n↵↵(q) � U
X

k1,2>0

N�
↵↵(k

1

, k
1

, k
2

, k
2

|q, q, B = 1)n�1�2(k1)n�3�4(k2)[1 � ��1,�2��3,�4 ]

� U
X

k1,2>0

N�
↵↵(k

1

, k
2

, k
2

, k
1

|q, q, B = 1)n�1�4(k1)
�

��2,�3 � n�3�2(k2)
�

[1 � ��1,�4��2,�3 ] . (83)

Substituting (83) into (81) we obtain an expression that
indeed agrees with the infinite-time limit of (60) in the
thermodynamic limit L ! 1. This establishes (82).
Hence the Green’s function G(j, `) (for fixed j, ` in the
thermodynamic limit) on the prethermalization plateau
is described by the GGE (77) with deformed charges (74).
This observation is consistent with a description of local
observables on the prethermalization plateau in terms of
a deformed GGE. On the other hand there are non-local
operators, n

+�(k) being a simple example, which in fact
do not relax at intermediate times and are therefore not
described by the ensemble %

PT

(without time-averaging).

3. “Deformed GGE” description of the four-point function

The preceding section shows that the value of the
Green’s function on the prethermalization plateau is
given by the deformed GGE %PT . We now show that the
deformed GGE also reproduces the t ! 1 expectation
value of the CUT result for the four-point function (61).
We wish to calculate

tr
h

%PT c†jcj0c
†
l cl0

i

=
1

L2

X

qj>0

X

↵j=±
�⇤
↵1

(j, q
1

)�↵2(j
0, q

2

)�⇤
↵3

(l, q
3

)�↵4(l
0, q

4

)tr
h

%PTa†
↵1

(q
1

)a↵2(q2)a
†
↵3

(q
3

)a↵4(q4)
i

,(84)

Define a density matrix (“deformed GGE”) by

fix Lagrange multipliers by

ρPT reproduces the prethermalization plateaux values to O(U2)


for both two-point and 4-point functions.

Belief: this can be extended to higher orders in U
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    Nessi & Iucci ‘15

timeT0
cross-over scale

late times

Lux et al ’14

equations of motion

higher


cumulants

thermalization?remnants of integrability?



Equations of motion for
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Supplemental Material for “Prethermalization and thermalization in models with

weak integrability breaking”

DIAGONALIZING THE NON-INTERACTING HAMILTONIAN

The non-interacting part of the Hamiltonian (1)

H0(J2, �) = �J1
X

l

[1 + �(�1)l](c†l cl+1 + c†l+1cl )� J2
X

l

(c†l cl+2 + c†l+2cl ),

is diagonalized by the canonical transformation

cl =
1p
L

X

k>0

X

↵=±
�↵(l, k|�)a↵(k) , (S1)

where the coe�cients are given by

�±(2j � 1, k|�) = e�ik(2j�1) , �±(2j, k|�) = ±e�ik2je�i'k(�) , e�i'k(�) =
� cos k + i� sin kp
cos2 k + �2 sin2 k

.

In the new basis we have

H0(J2, �) =
X

↵=±

X

k>0

✏↵(k)a
†
↵(k)a↵(k) , (S2)

where the single-particle dispersions are

✏↵(k) = �2J2 cos(2k) + 2↵J1
p

�2 + (1� �2) cos2(k). (S3)

Applying the same transformation to the interaction part of the Hamiltonian Hint = U
PL

l=1 c
†
l clc

†
l+1cl+1 gives

Hint = U
X

↵

X

k>0

V↵(k)a
†
↵1
(k1)a

†
↵2
(k2)a↵3(k3)a↵4(k4). (S4)

Here we have introduced the notations ↵ = (↵1,↵2,↵3,↵4), k = (k1, k2, k3, k4) and k > 0 is a shorthand notation for
ki > 0 for all i = 1, . . . , 4. The interaction vertex factor can be written in a conveniently antisymmetrized form

V↵(k) = �1

4

X

P,Q2S2

sgn(P )sgn(Q)V 0
↵P1↵Q1↵P2↵Q2

(kP1 , kQ1 , kP2 , kQ2) ,

V 0
↵(k) =

ei(k3�k4)

2L

⇣
↵1↵2e

i'k1 (�)e�i'k2 (�) + ↵3↵4e
i'k3 (�)e�i'k4 (�)

⌘
�k1�k2+k3�k4,0

+
ei(k3�k4)

2L

⇣
↵1↵2e

i'k1 (�)e�i'k2 (�) � ↵3↵4e
i'k3 (�)e�i'k4 (�)

⌘
�k1�k2+k3�k4±⇡,0 , (S5)

where P = (P1, P2) and Q = (Q1, Q2) are permutations of (1, 2) and (3, 4) respectively.

EQUATIONS OF MOTION

The equations of motion (5) are derived by following the steps set out in Ref. [56] for deriving quantum Boltzmann
equations. The starting point are the Heisenberg equations of motion (EOM) for the fermion bilinears n̂↵�(q, t) =
a†↵(q, t)a�(q, t) . They are of the form

@

@t
n̂↵�(k, t) = i [H, n̂↵�(k, t)] = i [✏↵(k, �)� ✏�(k, �)] n̂↵�(k, t) + iU

X

↵

X

q>0

Y ↵
↵�(k, q)Â↵(q, t) , (S6)

where we have defined Â↵(q, t) = a†↵1
(q1, t)a†↵2

(q2, t)a↵3(q3, t)a↵4(q4, t), and

Y ↵
↵�(k, q) = ��,↵4�k,q4V↵1↵2↵3↵(q) + ��,↵3�k,q3V↵1↵2↵↵4(q)� �↵,↵2�k,q2V↵1�↵3↵4(q)� �↵,↵1�k,q1V�↵2↵3↵4(q) .
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In the second step we consider the Heisenberg equation of motion for the operator Â↵(q, t)

@

@t
Â↵(q, t) = i

h
H, Â↵(q, t)

i
= iE↵(q)Â↵(q, t) + iU

X

�

X

p>0

V�(p)
h
Â�(p, t), Â↵(q, t)

i
, (S7)

where E↵(q) ⌘ ✏↵1(q1) + ✏↵2(q2) � ✏↵3(q3) � ✏↵4(q4). Integrating (S7) in time and then taking an expectation value
with respect to our initial density matrix ⇢0, we have

hÂ↵(q, t)i = hÂ↵(q, 0)i eitE↵(q) + iU

Z t

0
ds

X

�

X

p>0

ei(t�s)E↵(q)V�(p) h
h
Â�(p, s), Â↵(q, s)

i
i .

Substituting this back into (S6) leads to an exact integro-di↵erential equation for the mode occupation numbers
n↵�(k, t) = Tr[⇢0n̂↵�(k, t)], which takes the form

ṅ↵�(k, t) =i [✏↵(k, �)� ✏�(k, �)]n↵�(k, t) + iU
X

↵

X

q>0

Y ↵
↵�(k, q) hÂ↵(q, 0)i eitE↵(q)

� U2

Z t

0
ds

X

↵,�

X

q,p>0

hÂ�(p, s)Â↵(q, s)i
h
Y ↵
↵�(k, q)e

i(t�s)E↵(q)V�(p)� (↵, q) ! (�,p)
i
. (S8)

As Wick’s theorem holds for all initial density matrices ⇢0 we consider, the expectation value hÂ↵(q, 0)i can be
expressed in terms of the mode occupation numbers n↵�(k, 0). The eight-point average in (S8) can be decomposed as

hÂ�(p, t)Â↵(q, t)i = f({n↵�(k, t)}) + C[hÂ�(p, t)Â↵(q, t)i] ,

where the first term is the result of applying Wick’s theorem, and C [· · · ] denotes terms involving four, six and eight
particle cumulants (the eight particle cumulant does not contribute because of the antisymmetric structure of (S8)).
In order to turn (S8) into a closed system of integro-di↵erential equations we now assume that the four and six particle
cumulants can be neglected at all times. This leads to the following system of equations

ṅ↵�(k, t) = i✏↵�(k)n↵�(k, t) + 4iUeit✏↵�(k)
X

�1

J�1↵(k; t)n�1�(k, 0)� J��1(k; t)n↵�1(k, 0)

�U2

Z t

0
dt0

X

�

X

k1,k2>0

K�
↵�(k1, k2; k; t� t0)n�1�2(k1, t

0)n�3�4(k2, t
0)

�U2

Z t

0
dt0

X

�

X

k1,k2,k3>0

L
�

↵�(k1, k2, k3; k; t� t0)n�1�2(k1, t
0)n�3�4(k2, t

0)n�5�6(k3, t
0), (S9)

where � = (�1, . . . , �6) and we introduced the functions

J↵�(k; t) = ei✏↵�(k)t
X

�2�3

X

q>0

V↵�2�3�(k, q, q, k)e
i✏�2�3 (q)tn�2�3(q, 0) ,

K�
↵�(k1, k2; k; t) = 4

X

k3,k4>0

X

⌫,⌫0

X�1�3⌫⌫
0;⌫⌫0�4�2

k;k0 (↵,�; k; t),

L
�

↵�(k1, k2, k3; k; t) = 8
X

⌫

X

k4>0

X�1�3�6⌫;⌫�5�4�2

k;k0 (↵,�; k; t)� 16
X

⌫

X�1�3⌫�4;�5⌫�6�2

k1k2k1k2;k3k1k3k1
(↵,�; k; t) ,

X�;↵
k;q (↵,�; q; t) = Y �

↵�(k|q)V↵(q)e
iE�(k)t � (�,k) $ (↵, q). (S10)

The occupation numbers at time t = 0 for a system prepared in an initial state with density matrix ⇢(�, 0, �i, 0) and
time evolved with Hamiltonian H(J2, �f , U) are readily calculated using Wick’s theorem

n↵↵(k) =
1

2
� 1

2
cos('k(�f )� 'k(�i)) tanh(�✏

(0)
↵ (k)/2) , ↵ = ± , (S11)

n↵�(k) =
i

2
sin('k(�f )� 'k(�i)) tanh(�✏

(0)
↵ (k)/2) , ↵ 6= � . (S12)

Here the dispersions ✏(0)↵ (k) are given by (S3) with J2 = 0 and � = �i.

(1)

(2)
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Â↵(q, t) = i

h
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hÂ↵(q, t)i = hÂ↵(q, 0)i eitE↵(q) + iU

Z t

0
ds

X

�

X

p>0

ei(t�s)E↵(q)V�(p) h
h
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H, Â↵(q, t)

i
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i
. (S8)

As Wick’s theorem holds for all initial density matrices ⇢0 we consider, the expectation value hÂ↵(q, 0)i can be
expressed in terms of the mode occupation numbers n↵�(k, 0). The eight-point average in (S8) can be decomposed as

hÂ�(p, t)Â↵(q, t)i = f({n↵�(k, t)}) + C[hÂ�(p, t)Â↵(q, t)i] ,

where the first term is the result of applying Wick’s theorem, and C [· · · ] denotes terms involving four, six and eight
particle cumulants (the eight particle cumulant does not contribute because of the antisymmetric structure of (S8)).
In order to turn (S8) into a closed system of integro-di↵erential equations we now assume that the four and six particle
cumulants can be neglected at all times. This leads to the following system of equations
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where � = (�1, . . . , �6) and we introduced the functions
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The occupation numbers at time t = 0 for a system prepared in an initial state with density matrix ⇢(�, 0, �i, 0) and
time evolved with Hamiltonian H(J2, �f , U) are readily calculated using Wick’s theorem
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n↵�(k) =
i

2
sin('k(�f )� 'k(�i)) tanh(�✏

(0)
↵ (k)/2) , ↵ 6= � . (S12)

Here the dispersions ✏(0)↵ (k) are given by (S3) with J2 = 0 and � = �i.
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The occupation numbers at time t = 0 for a system prepared in an initial state with density matrix ⇢(�, 0, �i, 0) and
time evolved with Hamiltonian H(J2, �f , U) are readily calculated using Wick’s theorem

n↵↵(k) =
1

2
� 1

2
cos('k(�f )� 'k(�i)) tanh(�✏

(0)
↵ (k)/2) , ↵ = ± , (S11)

n↵�(k) =
i

2
sin('k(�f )� 'k(�i)) tanh(�✏

(0)
↵ (k)/2) , ↵ 6= � . (S12)

Here the dispersions ✏(0)↵ (k) are given by (S3) with J2 = 0 and � = �i.

“Equations of motion”

Can be integrated numerically for large system sizes (L=360)

Can eliminate time-integrals for late t


⇒ quantum Boltzmann-like equations for δf=0



3

0.44

0.46

0.48

0.5

0.52

0.54

0 2 4 6 8 10 12 14 16

0.44

0.45

0.46

0.47

0.48

0 10 20 30 40 50 60 70 80 90

G(
L 2
,
L 2
+
1;
t)

Time J1t

L = 256 dt = 0.05
tDMRG L = 100

Thermal
L = 256 dt = 0.05

FIG. 1. (Color online) G(L2 ,
L
2 + 1; t) for a quench where the

system is prepared in the ground state of H(0, 0.8, 0) and time
evolved with H(0, 0.4, 0.4) for a system with L = 256 sites.
The EOM results (red line) are in excellent agreement with
t-DMRG computations [41] (circles). Inset: prethermalized
behaviour persists over a large time interval.
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FIG. 2. (Color online) G(L2 ,
L
2 �1; t) for a system with Hamil-

tonian H(J2, 0.1, 0.4) and sizes L = 360, 320 initially prepared
in a thermal state (7) with density matrix ⇢(2, 0, 0, 0). The
expected steady state thermal values are indicated by dotted
lines, while the black dashed lines are exponential fits to (8).

regime evolves towards thermal equilibrium it is conve-
nient to invoke a non-zero J2. In essence, J2 allows us to
tune the cross-over time scale between the two regimes.
In order to access the dynamics for a larger range of en-
ergy densities we consider thermal initial density matrices
of the form

⇢(�, J2, �, U) =
e��H(J2,�,U)

Tr(e��H(J2,�,U))
. (7)

Figs. 2 and 3 show results for the time evolution of
the Green’s function for a system prepared in the ini-
tial state (7) with density matrix ⇢(2, 0, 0, 0), and time
evolved with Hamiltonian H(J2, 0.1, 0.4). In contrast to
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FIG. 3. (Color online) Real (Inset: imaginary) part of
G(L2 ,

L
2 + 2; t) for a system with Hamiltonian H(J2, 0.1, 0.4)

and sizes L = 360, 320, that was initially prepared in a ther-
mal state (7) with density matrix ⇢(2, 0, 0, 0). The expected
steady state thermal values are indicated by dotted lines,
while the black dashed lines are exponential fits to (8).

the case J2 = 0, U = 0.4, we now observe a slow drift
towards a thermal steady state. Increasing J2 enhances
the drift. The thermal values shown in Figs. 2 and 3
are obtained as follows. The energy density is given
by e = Tr[⇢(2, 0, 0, 0)H(J2, 0.1, 0.4)]/L and determines
the e↵ective temperature 1/�e↵ of the thermal ensemble
for the post-quench Hamiltonian H(J2, 0.1, 0.4) through
e = Tr[⇢(�e↵ , J2, 0.1, 0.4)H(J2, 0.1, 0.4)]/L [58]. We de-
termine �e↵ by exact diagonalization of small systems up
to size L = 16, and then use the same method to com-
pute the single-particle Green’s function in thermal equi-
librium at temperature 1/�e↵ . We note that G(i, j; t) is
real for odd separations |i�j|. For even |i�j| the imagi-
nary part is non-zero but small and relaxes towards zero.
We find that the observed relaxation towards thermal
values is compatible with exponential decay

G(i, j; t) ⇠ G(i, j)th +Aij(J2, �, U)e�t/⌧ij(J2,�,U) , (8)

where G(i, j)th is the thermal Green’s function at temper-
ature 1/�e↵ [59]. The decay times ⌧ij(J2, �, U) are quite
sensitive to the value of J2. This can be understood by
noting that large values of J2 modify the band structure
of the non-interacting model by introducing additional
crossings at a fixed energy. This, in turn, generates ad-
ditional scattering channels that promote relaxation.

A natural question is whether the integral equation
(5) can be simplified in the late time regime by removing
the time integration, in analogy with standard quantum
Boltzmann equations (QBE) [56, 57]. Here we are faced
with the di�culty that the structure of our EOM (5)
is quite di↵erent from the ones studied in Refs [56, 57].
However, in the case �f = 0 numerical integration of the
full EOM (5) suggests that the “o↵-diagonal” occupation

• Excellent agreement with tDMRG & CUT 
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We study the e↵ects of integrability breaking perturbations on the non-equilibrium evolution
of many-particle quantum systems. We focus on a class of spinless fermion models with weak
interactions. We employ equation of motion techniques that can be viewed as generalizations of
quantum Boltzmann equations. We benchmark our method against time dependent density matrix
renormalization group computations and find it to be very accurate as long as interactions are weak.
For small integrability breaking, we observe robust prethermalization plateaux for local observables
on all accessible time scales. Increasing the strength of the integrability breaking term induces a
“drift” away from the prethermalization plateaux towards thermal behaviour. We identify a time
scale characterizing this cross-over.

In classical mechanics, integrable few-particle systems
can be understood in terms of periodic, non-ergodic
motion in action-angle variables. Breaking integrabil-
ity by adding a weak perturbation induces a fascinat-
ing crossover between integrable and chaotic motion,
which is described by the celebrated KAM theory [1].
In essence, classical few-particle systems with weak inte-
grability breaking retain aspects of integrable motion on
intermediate time scales. Recently it has emerged, that
similar behaviour occurs in the non-equilibrium evolu-
tion of isolated many-particle quantum systems. Start-
ing with the seminal work of Rigol et al [2] it has become
clear that there is a dramatic di↵erence between the late
time behaviour of isolated integrable and non-integrable
quantum many particle systems prepared in initial states
that are not eigenstates of the Hamiltonian. Generic sys-
tems thermalize [2–13], i.e. exhibit relaxation of local
observables towards a Gibbs ensemble with an e↵ective
temperature, while integrable systems evolve towards a
generalized Gibbs ensemble [2, 12–35]. Starting with the
work of Moeckel and Kehrein [36] it was then realized
that models with weak integrability breaking perturba-
tions exhibit transient behaviour, in which local observ-
ables relax towards non-thermal values that retain infor-
mation of the proximate integrable theory. This has been
termed prethermalization, and has been established to oc-
cur in several models [36–46]. Crucially, it was recently
observed in experiments on ultra-cold bosonic atoms [47–
49]. The general expectation is that prethermalization is
a transient e↵ect, and at “su�ciently late times” non-
integrable systems thermalize. While this appears nat-
ural, there is scant evidence in support of this scenario.
The reason is that available numerical [50] or analyti-
cal [36, 41, 45] methods are not able to reach late enough
times. The exception is the case of infinitely many dimen-
sions, where it was shown in a particular example that
a weakly non-integrable model thermalizes [51]. Here we
address these issues in the context of weakly interacting

one dimensional many-particle systems. This case has
the important advantage that the accuracy of approxi-
mate methods can be benchmarked by comparisons with
powerful numerical methods like the time dependent den-
sity matrix renormalization group (t-DMRG) [50]. More-
over, the existence of many strongly interacting one di-
mensional integrable systems makes it possible to verify
that the qualitative behaviour we find persists for arbi-
trary interaction strengths.
We focus on the weak interaction regime U . J1 of the

three-parameter family of spinless fermion Hamiltonians

H(J2, �, U) = �J1

LX

l=1

h
1 + (�1)l�

i⇣
c†l cl+1 +H.c.

⌘

� J2

LX

l=1

h
c†l cl+2 +H.c.

i
+ U

LX

l=1

nlnl+1. (1)

Here ci and c†i are spinless fermion operators on site i
and the hopping amplitudes describe nearest-neighbor
and next-nearest-neighbor hopping respectively, while
0  � < 1 is a dimerization parameter. Finally there
is a repulsive nearest neighbour interaction of strength
U . From here onwards we set J1 = 1 and measure all
the energies in units of J1. There are a several limits in
which (1) becomes integrable: (i) U = 0 describes a free
theory; (ii) � = J2 = 0 corresponds to the anisotropic
spin-1/2 Heisenberg chain [52]; (iii) the low-energy de-
grees of freedom for J2 = 0 and �, U ⌧ 1 are described
by the quantum sine-Gordon model [53]. Away from
these limits, the model is non-integrable. Our protocol
for inducing and analyzing non-equilibrium dynamics is
as follows. We prepare the system in an initial density
matrix ⇢0 that is not an eigenstate of H(J2, �, U) for any
value of U . We then compare the expectation values
of local operators for time evolution with the integrable
H(J2, �, 0) and (weakly) non-integrable H(J2, �, U) re-
spectively. For U = 0 our model is non-interacting, and
concomitantly in the thermodynamic limit expectation
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We study the e↵ects of integrability breaking perturbations on the non-equilibrium evolution
of many-particle quantum systems. We focus on a class of spinless fermion models with weak
interactions. We employ equation of motion techniques that can be viewed as generalizations of
quantum Boltzmann equations. We benchmark our method against time dependent density matrix
renormalization group computations and find it to be very accurate as long as interactions are weak.
For small integrability breaking, we observe robust prethermalization plateaux for local observables
on all accessible time scales. Increasing the strength of the integrability breaking term induces a
“drift” away from the prethermalization plateaux towards thermal behaviour. We identify a time
scale characterizing this cross-over.

In classical mechanics, integrable few-particle systems
can be understood in terms of periodic, non-ergodic
motion in action-angle variables. Breaking integrabil-
ity by adding a weak perturbation induces a fascinat-
ing crossover between integrable and chaotic motion,
which is described by the celebrated KAM theory [1].
In essence, classical few-particle systems with weak inte-
grability breaking retain aspects of integrable motion on
intermediate time scales. Recently it has emerged, that
similar behaviour occurs in the non-equilibrium evolu-
tion of isolated many-particle quantum systems. Start-
ing with the seminal work of Rigol et al [2] it has become
clear that there is a dramatic di↵erence between the late
time behaviour of isolated integrable and non-integrable
quantum many particle systems prepared in initial states
that are not eigenstates of the Hamiltonian. Generic sys-
tems thermalize [2–13], i.e. exhibit relaxation of local
observables towards a Gibbs ensemble with an e↵ective
temperature, while integrable systems evolve towards a
generalized Gibbs ensemble [2, 12–35]. Starting with the
work of Moeckel and Kehrein [36] it was then realized
that models with weak integrability breaking perturba-
tions exhibit transient behaviour, in which local observ-
ables relax towards non-thermal values that retain infor-
mation of the proximate integrable theory. This has been
termed prethermalization, and has been established to oc-
cur in several models [36–46]. Crucially, it was recently
observed in experiments on ultra-cold bosonic atoms [47–
49]. The general expectation is that prethermalization is
a transient e↵ect, and at “su�ciently late times” non-
integrable systems thermalize. While this appears nat-
ural, there is scant evidence in support of this scenario.
The reason is that available numerical [50] or analyti-
cal [36, 41, 45] methods are not able to reach late enough
times. The exception is the case of infinitely many dimen-
sions, where it was shown in a particular example that
a weakly non-integrable model thermalizes [51]. Here we
address these issues in the context of weakly interacting

one dimensional many-particle systems. This case has
the important advantage that the accuracy of approxi-
mate methods can be benchmarked by comparisons with
powerful numerical methods like the time dependent den-
sity matrix renormalization group (t-DMRG) [50]. More-
over, the existence of many strongly interacting one di-
mensional integrable systems makes it possible to verify
that the qualitative behaviour we find persists for arbi-
trary interaction strengths.
We focus on the weak interaction regime U . J1 of the
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Here ci and c†i are spinless fermion operators on site i
and the hopping amplitudes describe nearest-neighbor
and next-nearest-neighbor hopping respectively, while
0  � < 1 is a dimerization parameter. Finally there
is a repulsive nearest neighbour interaction of strength
U . From here onwards we set J1 = 1 and measure all
the energies in units of J1. There are a several limits in
which (1) becomes integrable: (i) U = 0 describes a free
theory; (ii) � = J2 = 0 corresponds to the anisotropic
spin-1/2 Heisenberg chain [52]; (iii) the low-energy de-
grees of freedom for J2 = 0 and �, U ⌧ 1 are described
by the quantum sine-Gordon model [53]. Away from
these limits, the model is non-integrable. Our protocol
for inducing and analyzing non-equilibrium dynamics is
as follows. We prepare the system in an initial density
matrix ⇢0 that is not an eigenstate of H(J2, �, U) for any
value of U . We then compare the expectation values
of local operators for time evolution with the integrable
H(J2, �, 0) and (weakly) non-integrable H(J2, �, U) re-
spectively. For U = 0 our model is non-interacting, and
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The EOM results (red line) are in excellent agreement with
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behaviour persists over a large time interval.
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FIG. 2. (Color online) G(L2 ,
L
2 �1; t) for a system with Hamil-

tonian H(J2, 0.1, 0.4) and sizes L = 360, 320 initially prepared
in a thermal state (7) with density matrix ⇢(2, 0, 0, 0). The
expected steady state thermal values are indicated by dotted
lines, while the black dashed lines are exponential fits to (8).

regime evolves towards thermal equilibrium it is conve-
nient to invoke a non-zero J2. In essence, J2 allows us to
tune the cross-over time scale between the two regimes.
In order to access the dynamics for a larger range of en-
ergy densities we consider thermal initial density matrices
of the form

⇢(�, J2, �, U) =
e��H(J2,�,U)

Tr(e��H(J2,�,U))
. (7)

Figs. 2 and 3 show results for the time evolution of
the Green’s function for a system prepared in the ini-
tial state (7) with density matrix ⇢(2, 0, 0, 0), and time
evolved with Hamiltonian H(J2, 0.1, 0.4). In contrast to
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L
2 + 2; t) for a system with Hamiltonian H(J2, 0.1, 0.4)

and sizes L = 360, 320, that was initially prepared in a ther-
mal state (7) with density matrix ⇢(2, 0, 0, 0). The expected
steady state thermal values are indicated by dotted lines,
while the black dashed lines are exponential fits to (8).

the case J2 = 0, U = 0.4, we now observe a slow drift
towards a thermal steady state. Increasing J2 enhances
the drift. The thermal values shown in Figs. 2 and 3
are obtained as follows. The energy density is given
by e = Tr[⇢(2, 0, 0, 0)H(J2, 0.1, 0.4)]/L and determines
the e↵ective temperature 1/�e↵ of the thermal ensemble
for the post-quench Hamiltonian H(J2, 0.1, 0.4) through
e = Tr[⇢(�e↵ , J2, 0.1, 0.4)H(J2, 0.1, 0.4)]/L [58]. We de-
termine �e↵ by exact diagonalization of small systems up
to size L = 16, and then use the same method to com-
pute the single-particle Green’s function in thermal equi-
librium at temperature 1/�e↵ . We note that G(i, j; t) is
real for odd separations |i�j|. For even |i�j| the imagi-
nary part is non-zero but small and relaxes towards zero.
We find that the observed relaxation towards thermal
values is compatible with exponential decay

G(i, j; t) ⇠ G(i, j)th +Aij(J2, �, U)e�t/⌧ij(J2,�,U) , (8)

where G(i, j)th is the thermal Green’s function at temper-
ature 1/�e↵ [59]. The decay times ⌧ij(J2, �, U) are quite
sensitive to the value of J2. This can be understood by
noting that large values of J2 modify the band structure
of the non-interacting model by introducing additional
crossings at a fixed energy. This, in turn, generates ad-
ditional scattering channels that promote relaxation.

A natural question is whether the integral equation
(5) can be simplified in the late time regime by removing
the time integration, in analogy with standard quantum
Boltzmann equations (QBE) [56, 57]. Here we are faced
with the di�culty that the structure of our EOM (5)
is quite di↵erent from the ones studied in Refs [56, 57].
However, in the case �f = 0 numerical integration of the
full EOM (5) suggests that the “o↵-diagonal” occupation
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The EOM results (red line) are in excellent agreement with
t-DMRG computations [41] (circles). Inset: prethermalized
behaviour persists over a large time interval.
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lines, while the black dashed lines are exponential fits to (8).
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of the form

⇢(�, J2, �, U) =
e��H(J2,�,U)

Tr(e��H(J2,�,U))
. (7)

Figs. 2 and 3 show results for the time evolution of
the Green’s function for a system prepared in the ini-
tial state (7) with density matrix ⇢(2, 0, 0, 0), and time
evolved with Hamiltonian H(J2, 0.1, 0.4). In contrast to

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0 20 40 60 80 100

J2 = 0.25J1

J2 = 0.5J1 Thermal J2 = 0.25J1

Thermal J2 = 0.5J1
Exponential Fit

Exponential Fit

�0.002

�0.001

0

0.001

0.002

0 10 20 30 40 50 60 70

J2 = 0.25J1

J2 = 0.5J1

R
e
G(

L 2
,
L 2
+
2;
t)

Time J1t

Im
G(

L 2
,
L 2
+
2;
t)

FIG. 3. (Color online) Real (Inset: imaginary) part of
G(L2 ,

L
2 + 2; t) for a system with Hamiltonian H(J2, 0.1, 0.4)

and sizes L = 360, 320, that was initially prepared in a ther-
mal state (7) with density matrix ⇢(2, 0, 0, 0). The expected
steady state thermal values are indicated by dotted lines,
while the black dashed lines are exponential fits to (8).

the case J2 = 0, U = 0.4, we now observe a slow drift
towards a thermal steady state. Increasing J2 enhances
the drift. The thermal values shown in Figs. 2 and 3
are obtained as follows. The energy density is given
by e = Tr[⇢(2, 0, 0, 0)H(J2, 0.1, 0.4)]/L and determines
the e↵ective temperature 1/�e↵ of the thermal ensemble
for the post-quench Hamiltonian H(J2, 0.1, 0.4) through
e = Tr[⇢(�e↵ , J2, 0.1, 0.4)H(J2, 0.1, 0.4)]/L [58]. We de-
termine �e↵ by exact diagonalization of small systems up
to size L = 16, and then use the same method to com-
pute the single-particle Green’s function in thermal equi-
librium at temperature 1/�e↵ . We note that G(i, j; t) is
real for odd separations |i�j|. For even |i�j| the imagi-
nary part is non-zero but small and relaxes towards zero.
We find that the observed relaxation towards thermal
values is compatible with exponential decay

G(i, j; t) ⇠ G(i, j)th +Aij(J2, �, U)e�t/⌧ij(J2,�,U) , (8)

where G(i, j)th is the thermal Green’s function at temper-
ature 1/�e↵ [59]. The decay times ⌧ij(J2, �, U) are quite
sensitive to the value of J2. This can be understood by
noting that large values of J2 modify the band structure
of the non-interacting model by introducing additional
crossings at a fixed energy. This, in turn, generates ad-
ditional scattering channels that promote relaxation.

A natural question is whether the integral equation
(5) can be simplified in the late time regime by removing
the time integration, in analogy with standard quantum
Boltzmann equations (QBE) [56, 57]. Here we are faced
with the di�culty that the structure of our EOM (5)
is quite di↵erent from the ones studied in Refs [56, 57].
However, in the case �f = 0 numerical integration of the
full EOM (5) suggests that the “o↵-diagonal” occupation

where
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numbers become negligible at late times n+�(k, t) ⇡ 0
and it is possible to derive a QBE for “diagonal” occu-
pation numbers. The QBE for �f = 0 reads

ṅ↵↵(k, ⌧) = �
X

�,�

X

p,q>0

eK��
↵↵(p, q; k)n��(p, ⌧)n��(q, ⌧)

�
X

�,�,✏

X

p,q,r>0

eL��✏
↵↵ (p, q, r; k)n��(p, ⌧)n��(q, ⌧)n✏✏(r, ⌧).(9)

Here ⌧ = U2t is the usual rescaled time variable, t0 �
1/U is the time at which the kinetic equation is initial-
ized and the functions K̃, L̃ are given in the Supple-
mental Material. The QBE agrees with the EOM for
su�ciently late times (an example is shown in Fig. 4, see
the discussion below). Because of its simpler structure,
the QBE allows us to access later times than we able to
reach with the EOM approach. In particular, employ-
ing the QBE we conclude that for weak interactions the
relaxation times in (8) scale as [60]

⌧�1
ij (J2, �f = 0, U) / U2. (10)

This is in contrast to the U4 scaling found for interaction
quenches in the infinite dimensional Hubbard model [51].

To establish more comprehensively that the integra-
bility breaking perturbation leads to thermalization, we
consider the (Bogoliubov) mode occupation numbers
n↵�(q, t) themselves. The mode occupation operators
are not local in space, and hence it is not a priori clear
that their expectation values should eventually thermal-
ize; see however Ref. [61]. Importantly, we only con-
sider initial states with finite correlation lengths, which
implies that G(j, l; t) are exponentially small in |j � l|
as long as |j � l| � J1t [62]. This, together with the
fact that G(j, l; t) decay exponentially fast in time for
|j � l|  J1t, suggests that n↵�(q, t) should relax in
the regime 1 ⌧ J1t ⌧ L. In Fig. 4 we present the
mode occupation numbers n↵↵(k, t) at several di↵erent
times for a system of size L = 320 prepared in the den-
sity matrix ⇢(2, 0, 0.5, 0) and evolved with Hamiltonian
H(0.5, 0, 0.4). For short and intermediate times J1t < 70
we use the full EOM, while late times are accessible only
to the QBE. The QBE is initialized at time t0 = 20,
and is seen to be in good agreement with the full EOM
until the latest times accessible by the latter method.
We observe that at intermediate times both n++(k, t)
and n��(k, t) slowly approach their respective thermal
distributions at the e↵ective temperature 1/�e↵ intro-
duced above. The “o↵-diagonal” occupation numbers
n+�(k, t), calculated by integrating the full EOM, ap-
proach their thermal value zero in an oscillatory fashion.
The observed behaviour of the mode occupation num-
bers strongly suggests that the weak integrability break-
ing term indeed induces thermalization.

We note that in the QBE framework the final relax-
ation is towards the non-interacting Fermi-Dirac distri-
bution with an e↵ective temperature set by the kinetic
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FIG. 4. (Color online) Occupation numbers n++(k, t) and
n��(k, t) initialized in the thermal state (7) ⇢(2, 0, 0.5, 0), and
time evolved withH(0.5, 0, 0.4). The solid lines are the results
of the EOM (L = 320) for various times. The dotted lines
are computed by means of the QBE (L = 320). The black
solid line is the thermal value found by means of second order
perturbation theory in U .

energy at the time the Boltzmann is initialized [57, 63],
signalling the importance of corrections to the QBE at
very late times. Such corrections, arising from higher
cumulants, are important for obtaining the power law
behaviour expected at very late times (for certain observ-
ables) after quenches in non-integrable models [64, 65].
In this work we have developed a method that allows

us to analyze the e↵ects of a weak integrability break-
ing interaction on the time evolution of local observables
after a quantum quench. We have shown that there is
a crossover between a prethermalized regime, character-
ized by the proximity of our model to an integrable the-
ory, and a thermal steady state. The observed drift of
G(i, j; t) in time towards its thermal value is exponential
and characterized by a time scale proportional to U�2.
The models considered here feature a global U(1) symme-
try (particle number conservation). A preliminary anal-
ysis suggests that the scenario found here, a prethermal-
ized regime followed by a cross-over to a thermal steady
state, occurs also in absence of this U(1) symmetry [60].

Mode occupation numbers approach thermal values:

Quench to

Initial state (finite T free fermions)



Summary

• Integrable models have unusual (non-thermal) steady states 
after quantum quenches.



• Weak integrability breaking leads to interesting transients: 
prethermalization plateaux (PP).



• Expectation values of local operators slowly “drift off” the 
PP towards thermal values.



• Can one take into account 4-particle cumulants to access 
very late times and quantitatively describe thermalization?



• Weak integrability breaking for strongly interacting models?


