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We analyze the time-dependent energy and heat flows in a resonant level coupled to a fermionic continuum.
The level is periodically forced with an external power source that supplies energy into the system. Based on the
tunneling Hamiltonian approach and scattering theory, we discuss the different contributions to the total energy
flux. We then derive the appropriate expression for the dynamical dissipation, in accordance with the fundamental
principles of thermodynamics. Remarkably, we find that the dissipated heat can be expressed as a Joule law with
a universal resistance that is constant at all times.
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Quite generally, energy flows through a physical system
coupled to a power source. In the last decades, typical system
sizes have been reduced to the nanoscale and, as a conse-
quence, energy transfer is to be treated quantum mechanically
[1]. The fundamental aspects of light-powered biological
energy transport [2], thermoelectric waste heat recovery [3],
and ultimate refrigeration protocols [4] have been recently
uncovered using quantum mechanical principles. However,
most discussions are limited to stationary or time-averaged
properties [5– 9].

Time-dependent quantum transport reveals the dynamical
scales that dominate charge transfer across phase-coherent
conductors [10,11]. A prominent example is the experi-
mentally realized quantum capacitor, which exhibits a pure
ac response [12,13]. Applied time-periodic potentials also
become a crucial tool to generate directed transport of charge
and spin in spatially asymmetric ratchetlike systems [14,15]
and to control matter tunneling in Bose-Einstein condensates
[16]. Furthermore, the study of ac-driven quantum systems
sheds light on the role of fluctuating forces in nanoelec-
tromechanical resonators [17,18]. Several aspects related to
time-dependent energy transport in electron systems have
been also investigated. Heat production in nanoscale engines
is discussed in Refs. [19,20] while molecular heat pumping
against thermal gradients is proposed in Ref. [21]. Further-
more, the concept of local temperature in ac pumps has been
generalized in Ref. [22] whereas universal thermal resistance
has been predicted for low-temperature dynamical transport in
Ref. [23].

Here, we aim at the time-resolved energy production and
redistribution in ac-driven quantum coherent electron systems.
We show that the coupling between the different parts of
the system not only provides a necessary mechanism for
particle exchange, as in the case of charge transport, but also
contributes to the energy transport. This contribution is of an

*These authors contributed equally to this work.

ac nature. Though the time average of this energy vanishes, it
allows for a temporary energy storage. Therefore, the coupling
region can be referred to as an energy reactance, which only
affects peak power developed in the dynamics. Our goal is also
to discuss which portion of the time-resolved energy can be
identified as heat, in accordance with the fundamental laws of
the thermodynamics.

To be more precise, let us consider a simple but generic
model, the resonant level model sketched in Fig. 1. It describes
a localized fermion (the impurity) coupled to a fermionic band
of continuous density of states (the reservoir). This model
has been widely used across disciplines to study asymmetric
atomic spectra [24], dissipative quantum mechanics [25], and
resonant-tunneling semiconductor heterostructures [26], to
name a few. Transitions from the quantum level to the reservoir
yield a finite lifetime to the localized fermion which can be
represented with a Lorentzian density of states. We consider
the case in which the level is attached to a harmonically
driven power source as in Fig. 1. Then, the Hamiltonian
reads

H = HC + HT + HD(t), (1)

FIG. 1. (Color online) Energy diagram of the system under con-
sideration. A single electronic level (the impurity with charge e) is
coupled to a Fermi sea (the reservoir with chemical potential µ).
Energy is supplied into the system by a power source (amplitude Vac

and frequency !) attached to the quantum level. Thus, energy rates
are created not only at the impurity (WD) but also at the reservoir
(WC) and in the contact region (WT ).

1098-0121/2014/89(16)/161306(5) 161306-1 ©2014 American Physical Society
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where HC =
∑

k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the number of
particles but not the total energy. We can write

d⟨H⟩
dt

= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε

h
%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫

dε
2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we

161306-2
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computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε

h
%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫

dε
2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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where HC =
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k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the number of
particles but not the total energy. We can write

d⟨H⟩
dt

= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε
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%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫
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2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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where HC =
∑

k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the number of
particles but not the total energy. We can write

d⟨H⟩
dt

= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε

h
%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫

dε
2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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where HC =
∑

k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the number of
particles but not the total energy. We can write

d⟨H⟩
dt

= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫
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%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)
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e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε
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∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
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position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
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n,q

e−in"t

∫
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εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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EXACT EVALUATION OF FLUXES 

I. Scattering Matrix (also referred to a Landauer-Büttiker)

http://www.ffn.ub.es/~oleg/buttiker/scattering-theory.htmLectures by Markus Büttiker

A. Stationary case:

Conductance from transmission

Fermi energy right contact
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Scattering matrix
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scattering state 

scattering matrix
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I. INTRODUCTION
Quantum charge pumping1–27 is currently of considerable

interest. An experiment by Switkes et al.1 demonstrated that
a phase coherent mesoscopic system subjected to a cyclic
two-parameter perturbation can produce a directed current.
Coherent quantum pumping is a consequence of the inter-

ference of energetically different traversal paths made pos-
sible by an oscillating scatterer. The ratio of the oscillation
frequency # to the inverse time taken for carriers to traverse
the sample, $T

!1 , defines the operational regime of a
pump.28–30 Brouwer2 gave an elegant formulation of adia-
batic (#"$T

!1) quantum pumping that is based on the scat-
tering matrix approach to low-frequency ac transport in
phase coherent mesoscopic systems developed by Büttiker,
Thomas, and Prêtre.3 This approach leads naturally to a geo-
metrical description of adiabatic quantum pumping.2,12–17
The theory predicts that the charge pumped during a cycle
depends on the area enclosed by the path in the scattering
matrix parameter space. A less formal but more physical pic-
ture of an adiabatic quantum pump appeals to both quantum-
mechanical interference and photon-assisted transport.18,23
The same processes are important for a nonadiabatic
(##$T

!1) pump.18,31–33 These discussions emphasize the en-
ergetics of the carrier traversal process.
It is the purpose of this work to develop a theory that

permits the description of both adiabatic and nonadiabatic
regimes on the same footing and allows a simple physical
interpretation. To this end we extend the approach of Ref. 23
to the case of large frequencies and large pumping ampli-
tudes. We apply the Floquet scattering theory,32–36 which
deals with the scattering matrix that is dependent on two
energies !incident and outgoing". This approach leads to ex-
pressions for the quantities of interest in terms of the side-
bands of particles exiting the pump. The sidebands29 corre-
spond to particles that have gained or lost one or several
modulation quanta %# . This approach is complementary to
discussions based on the scattering matrix that is dependent
on two times.15,24,25
The paper is organized as follows. In Sec. II the general

approach to the kinetics of quantum pumps based on the
Floquet scattering theory is presented. In Sec. III we apply
the general results to the adiabatic case. In Sec. IV we cal-

culate the Floquet scattering matrix for a particular
model—an oscillating double-barrier potential—and present
the results of numerical calculations of the pumped charge
and the heat currents in both adiabatic and nonadiabatic re-
gimes. We conclude in Sec.V.

II. GENERAL APPROACH

We consider scattering3,37,38 of an incoming flow of elec-
trons with energy E at a scatterer that oscillates in time with
frequency # . During the interaction with the oscillating
scatterer29 electrons can gain or lose energy quanta %# .
Hence the outgoing state is characterized by the set of ener-
gies En , n$0,%1,%2, . . . ,

En$E&n%# . !1"

This is a Floquet state.
According to the Floquet theorem the energy ladder, Eq.

!1", gives the full set of possible energies for outgoing par-
ticles !see e.g., Ref. 32 and 35". Thus to describe scattering
due to an oscillating scatterer we can use the Floquet scat-
tering matrix ŜF . The matrix element SF ,&'(En ,E) is the
quantum-mechanical amplitude for an electron with energy E
entering the scatterer through lead ' to leave the scatterer
through lead & having absorbed (n'0) or emitted (n(0)
energy quanta !n!%# . The Greek letters & ,' number the
leads connecting the sample to Nr reservoirs.
We note that the negative values En(0 correspond to

bound states near the oscillating scatterer. These states influ-
ence scattering into the propagating (En'0) states but they
do not directly contribute to the current.
Current conservation implies that the submatrix ŜF

(p) of
the Floquet scattering matrix !corresponding to propagating
modes only" is a unitary matrix:

ŜF
(p)†ŜF

(p)$ ŜF
(p)ŜF

(p)†$ Î . !2"

In particular, if a current with flux 1 and energy E enters the
scatterer through lead ' , then current conservation implies

(
&

(
En'0

!SF ,&'!En ,E "!2$1. !3"
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1Department of Metal and Semiconductor Physics, National Technical University ‘‘Kharkov Polytechnical Institute,’’ Kharkov, Ukraine
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ŜF
(p)†ŜF
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Thomas, and Prêtre.3 This approach leads naturally to a geo-
metrical description of adiabatic quantum pumping.2,12–17
The theory predicts that the charge pumped during a cycle
depends on the area enclosed by the path in the scattering
matrix parameter space. A less formal but more physical pic-
ture of an adiabatic quantum pump appeals to both quantum-
mechanical interference and photon-assisted transport.18,23
The same processes are important for a nonadiabatic
(##$T

!1) pump.18,31–33 These discussions emphasize the en-
ergetics of the carrier traversal process.
It is the purpose of this work to develop a theory that

permits the description of both adiabatic and nonadiabatic
regimes on the same footing and allows a simple physical
interpretation. To this end we extend the approach of Ref. 23
to the case of large frequencies and large pumping ampli-
tudes. We apply the Floquet scattering theory,32–36 which
deals with the scattering matrix that is dependent on two
energies !incident and outgoing". This approach leads to ex-
pressions for the quantities of interest in terms of the side-
bands of particles exiting the pump. The sidebands29 corre-
spond to particles that have gained or lost one or several
modulation quanta %# . This approach is complementary to
discussions based on the scattering matrix that is dependent
on two times.15,24,25
The paper is organized as follows. In Sec. II the general

approach to the kinetics of quantum pumps based on the
Floquet scattering theory is presented. In Sec. III we apply
the general results to the adiabatic case. In Sec. IV we cal-

culate the Floquet scattering matrix for a particular
model—an oscillating double-barrier potential—and present
the results of numerical calculations of the pumped charge
and the heat currents in both adiabatic and nonadiabatic re-
gimes. We conclude in Sec.V.

II. GENERAL APPROACH

We consider scattering3,37,38 of an incoming flow of elec-
trons with energy E at a scatterer that oscillates in time with
frequency # . During the interaction with the oscillating
scatterer29 electrons can gain or lose energy quanta %# .
Hence the outgoing state is characterized by the set of ener-
gies En , n$0,%1,%2, . . . ,

En$E&n%# . !1"

This is a Floquet state.
According to the Floquet theorem the energy ladder, Eq.

!1", gives the full set of possible energies for outgoing par-
ticles !see e.g., Ref. 32 and 35". Thus to describe scattering
due to an oscillating scatterer we can use the Floquet scat-
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tering matrix ŜF . The matrix element SF ,&'(En ,E) is the
quantum-mechanical amplitude for an electron with energy E
entering the scatterer through lead ' to leave the scatterer
through lead & having absorbed (n'0) or emitted (n(0)
energy quanta !n!%# . The Greek letters & ,' number the
leads connecting the sample to Nr reservoirs.
We note that the negative values En(0 correspond to

bound states near the oscillating scatterer. These states influ-
ence scattering into the propagating (En'0) states but they
do not directly contribute to the current.
Current conservation implies that the submatrix ŜF
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Driving frequency

Another useful condition follows from the fact that if all
incoming propagating (En!0) channels are full, then each
outgoing channel also has to be full:

!
"

!
En!0

!SF ,#"$E ,En%!2"1. $4%

Note that usually the Floquet energy E is determined within
the interval 0&E#'( . However, for our problem, it is con-
venient not to reduce the discrete set of En to this interval
and to keep E as the actual energy of incident $or outgoing%
particles.
Because of Eq. $2%we can express the annihilation opera-

tor b̂ for outgoing particles in the lead # in terms of annihi-
lation operators â for incoming particles in leads "
"1,2, . . . ,Nr as follows:23,38

b̂#$E%"!
"

!
En!0

SF ,#"$E ,En%â"$En%. $5%

The operators â#(E) obey the following anticommutation
relations:

)â#
†$E%, â"$E!%*"+#"+$E$E!%.

Using Eqs. $2%and $5%we see that the operators b̂#(E) obey
the same relations.
Note that above expressions correspond to single $trans-

verse%channel leads and spinless electrons. For the case of
many-channel leads each lead index (# , " , etc.%includes a
transverse channel index and any repeating lead index im-
plies implicitly a summation over all the transverse channels
in the lead. Similarly an electron spin can be taken into ac-
count.
Now we calculate the distribution function f (out)(E)#

",b̂#
† (E) b̂#(E)- for electrons leaving the scatterer through

the lead # . Here ,•••-means quantum-statistical averaging.
Taking into account Eq. $5%we obtain

f #
(out)$E%"!

"
!
En!0

!SF ,#"$E ,En%!2 f "
(in)$En%. $6%

Here f "
(in)(En)",â"

† (E) â"(E)- is the distribution function
for electrons entering the scatterer through lead " .

A. Directed charge currents

Using the distribution function f #
(out)(E) for outgoing par-

ticles and f #
(in)(E) for incoming ones we can find the directed

current I# in the lead # far from the scatterer,23

I#"
e
h"0

.

dE/f #
(out)$E%$ f #

(in)$E%0. $7%

The current directed from the scatterer towards the reservoir
is positive by definition. Substituting Eq. $6%into the equa-
tion above, using Eq. $4%, and making the shift E→E
$n'( , we find

I#"
e
h"0

.

dE!
"

!
En!0

!SF ,#"$En ,E%!2)f "
(in)$E%$ f #

(in)$En%*.

$8%
Here !En!0 means a sum over those n $positive and nega-
tive%for which En"E%n'(!0.
Another useful representation for the directed current can

be obtained if we use Eq. $3% and make the shift E→E
$n'( in f #

(out)(E) in Eq. $7%. As a result we obtain

I#"
e
h"0

.

dE !
"1#

!
En!0

/!SF ,#"$En ,E%!2 f "
(in)$E%

$!SF ,"#$En ,E%!2 f #
(in)$E%0. $9%

From this expression for the directed current it follows that
only transmission #1" $not reflection #"") contributes to
the current. In addition Eq. $9%can help us to consider the
effect of time-reversal symmetry $TRS%on the pumped cur-
rent.
On the one hand, the time reversal t→$t $TR% inter-

changes incoming and outgoing channels

)SF ,#"$En ,E%*(TR)"SF ,"#$E ,En%.

Hence if the TRS is present, then Eq. $9%reads

I#
(TRS)"

e
h"0

.

dE f 0$E%!
"1#

!
En!0

)!SF ,#"$En ,E%!2

$!SF ,#"$E ,En%!2*. $10%

In the above equation $in accordance with the usual pump
setup%we suppose that incoming electrons in all the channels
are described by the same Fermi distribution function with
temperature T and electrochemical potential 2:

f #
(in)$E%" f 0$E%3

1

1%exp#E$2

kBT
$ .

Generally, the Floquet scattering matrix elements for
transmission with incident energy E to En is not equal to the
transmission from En to E,

SF ,#"$En ,E%1SF ,#"$E ,En%.

From this we can conclude that even a pump with TRS can
generate a directed current. If these two scattering ampli-
tudes are not equal, there exists the possibility of empty
states deep below the Fermi surface.39,40 In this case interac-
tion and inelastic effects11 can be expected to be especially
important.
However, if the scattering matrix is energy independent of

the scale of the order of '( ,

SF ,#"$En ,E%4SF ,#"$E%,

then the scatterer with TRS can not produce a dc current. The
last circumstance is especially important for the adiabatic
case (→0, since the adiabatic scattering matrix, Eq. $16%,
satisfies the above condition.
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The proof for this relation is rather subtle (see Ref.[5], pp. 61–64) and we do not reproduce it here. In analogy with
(6), we have

h™0| = h©0|S(1, 0) . (7)

The object h©0|S(1, 0)S(0,°1)|©0imay have an ill-defined phase, this is, however, canceled by a similar phase-factor
arising from the numerator of the definition of the time-ordered Green function:

G(x, t; x0, t0) = °i
h©0|T{S(1,°1)√̂(x, t)√̂†(x0, t0)}|©0i

h©0|S(1,°1)|©0i
. (8)

This important result generates the systematic perturbation scheme for the Green function. The calculation proceeds
by expanding the S-matrix (both in the numerator and in the denominator) in V̂ (t):

S(1,°1) =
1X

n=0

(°i)n+1

n!

Z +1

°1
dt1 · · · dtnT{V̂ (t1) · · · V̂ (tn)} , (9)

Since each V̂ contains three or four field operators, we need a device for evaluating expectation values such as

h©0|T{√̂(t)√̂†(t0)√̂†(t1)√̂†(t2)√̂(t2)√̂(t1)}|©0i , (10)

and higher order similar terms. These expressions are evaluated with Wick’s theorem, which says that the result of
(10) is the sum of all pairwise contractions. Thus (10) gives rise to six terms: for example, √̂(t) can be paired with
√̂†(t0), and the remaining 4 operators can be paired in two diÆerent ways. Thus one gets 3 £ 2 = 6 terms. These
terms are most easily expressed in terms of Feynman diagrams.

The various diagrams have quite distinct properties. Some of them are disconnected diagrams. These are ex-
actly canceled by the denominator in (8). This is good because disconnected diagrams often diverge! After some
combinatorics (see Sect. 12.3.3 in [2]), one finds that

G(x, t; x0, t0) = °i
1X

n=0

(°i)n

Z +1

°1
dt1 · · · dtnh©0|T √̂(x, t)√̂†(x0, t0)V̂ (t1) · · · V̂ (tn)|©0iconn , (11)

where the summation only includes topologically diÆerent connected diagrams. (11) is the desired perturbation
expansion for the Green function, and it forms the starting point for many calculations.

III. CONTOUR ORDERED GREEN FUNCTIONS

The central quantity in constructing the perturbation theory for Green functions is the S-matrix S(1,°1). In
nonequilibrium there is no guarantee that the system returns to its initial state for asymptotically large times. In
fact, often it does not. Consider, for example, an important problem in surface physics, where atoms or molecules
impinging on a surface exchange charge with the surface, and hence the initial state at t = °1 is very diÆerent
from the final state at t = +1. Thus, one should avoid any reference to the asymptotically large times in the non-
equilibrium theory. The general formulation of the theory is slightly more complicated than in the equilibrium case.
As we shall see, however, the abstract structure of the theory bears a close resemblance to the equilibrium theory.

The nonequilibrium problem is formulated as follows. We consider a system evolving under the Hamiltonian

H = h + H 0(t) . (12)

Here the time-independent part of the Hamiltonian h is split in two parts: h = H0 +Hi, where H0 is “simple” (in the
sense that it can be diagonalized, and hence Wick’s theorem applies) and Hi is “complicated” (in the sense that it
contains the many-body aspects of the problem, and hence requires a special treatment). It is further assumed that
the nonequilibrium part vanishes for times t < t0. The nonequilibrium part could be, e.g., an electric field, an light
excitation pulse, or a coupling to contacts at diÆering (electro) chemical potentials.

One often lets t0 ! °1 at a suitable point. This procedure simplifies the treatment, and in order to display the
structure of the nonequilibrium theory as concisely as possible, we take this limit. However, in doing so the discussion
of transient phenomena is excluded, and must be treated separately.
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Before the perturbation is turned on, the system is described by the thermal equilibrium density matrix,

%(h) =
exp(°Øh)

Tr[exp(°Øh)]
. (13)

The task is to calculate the expectation value of a given observable, to which one associates a quantum mechanical
operator O, for times t ∏ t0:

hO(t)i = Tr[%(h)OH(t)] . (14)

The subscript H indicates that the time-dependence is governed by the full Hamiltonian, i.e., O is written in the
Heisenberg picture. The definition (14) can be generalized to two-time (or n-time) quantities (Green functions,
correlation functions) in an obvious fashion.

One should note that we use an equilibrium density matrix %(h) in (14), and not some time-dependent %. Physically
this means that the thermodynamic degrees of freedom, contained in h, do not follow instantaneously the rapid
variations contained in H 0(t). Other choices may be possible, but we make this choice here because of the di±culties
related to other choices [see the discussion on pp. 214–216 in[4].

The general plan of attack is similar to the equilibrium case. We transform the “hopelessly complicated” time-
dependence of OH to a simpler form, namely to that of OH0 . Since there are two operators to be eliminated, i.e.,
the time-dependent external perturbation H 0(t), and the “complicated” interaction term Hi, we expect to meet more
complicated transformations than in the equilibrium case. However, with suitable generalizations, it can be shown
that the nonequilibrium and equilibrium formalisms can be made structurally equivalent.

We skip here the technical details of these transformations because the final result is intuitive; an interested
reader may consult [1]. Instead of the time-ordering operator used in equilibrium theory, we now introduce the
contour-ordering operator, which orders the time-labels according to their order on the (Keldysh) contour. With this
generalization, the topological structure of the perturbation theory is identical to the equilibrium theory. Thus, the
contour-ordered Green function, defined as

G(1, 10) ¥ °ihTCv [√H(1)√†
H

(10)]i , (15)

satisfies the same Dyson equation as the equilibrium function:

G(1, 10) = G0(1, 10) +
Z

d3x2

Z

Cv

dø2G0(1, 2)U(2)G(2, 10) +
Z

d3x2

Z
d3x3

Z

Cv

dø2

Z

Cv

dø3G0(1, 2)ß(2, 3)G(3, 10) ,

(16)
where all the time-labels now reside on the contour shown in Fig.1. In writing (16), we assume that the nonequilibrium
term in the Hamiltonian can be represented by a one-body external potential U . The interactions are contained in
the (irreducible) self-energy ß[G]. The contour representation is rather impractical in calculations, and we want to
replace the contour by real time integrals. This procedure is called the analytic continuation.

As mentioned above, a simplification occurs if we can set t0 ! °1. If the interactions are coupled adiabatically,
the contribution from the [t0, t0 ° iØ] piece vanishes. The information lost by this procedure is related to initial
correlations. In many physical situations, for example, in steady state transport, it appears plausible that the initial
correlations have been washed out by the interactions when one reaches the steady state. On the contrary, if one
studies transient response, the role of initial correlations can be important. This represents an interesting, and rather
open problem. Here we consider the t0 ! °1 limit. The contour thus consists of two parts, from °1 to 1, and
from 1 to °1. Any time residing on the first part (call this C1) is earlier in the contour sense to any time residing
on the latter part C2. The contour-ordered Green function thus contains four diÆerent functions:

G(1, 10) =

8
><

>:

Gc(1, 10) t1, t10 2 C1

G>(1, 10) t1 2 C2, t10 2 C1

G<(1, 10) t1 2 C1, t10 2 C2

Gc̃(1, 10) t1, t10 2 C2

. (17)
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The task is to calculate the expectation value of a given observable, to which one associates a quantum mechanical
operator O, for times t ∏ t0:

hO(t)i = Tr[%(h)OH(t)] . (14)

The subscript H indicates that the time-dependence is governed by the full Hamiltonian, i.e., O is written in the
Heisenberg picture. The definition (14) can be generalized to two-time (or n-time) quantities (Green functions,
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this means that the thermodynamic degrees of freedom, contained in h, do not follow instantaneously the rapid
variations contained in H 0(t). Other choices may be possible, but we make this choice here because of the di±culties
related to other choices [see the discussion on pp. 214–216 in[4].

The general plan of attack is similar to the equilibrium case. We transform the “hopelessly complicated” time-
dependence of OH to a simpler form, namely to that of OH0 . Since there are two operators to be eliminated, i.e.,
the time-dependent external perturbation H 0(t), and the “complicated” interaction term Hi, we expect to meet more
complicated transformations than in the equilibrium case. However, with suitable generalizations, it can be shown
that the nonequilibrium and equilibrium formalisms can be made structurally equivalent.

We skip here the technical details of these transformations because the final result is intuitive; an interested
reader may consult [1]. Instead of the time-ordering operator used in equilibrium theory, we now introduce the
contour-ordering operator, which orders the time-labels according to their order on the (Keldysh) contour. With this
generalization, the topological structure of the perturbation theory is identical to the equilibrium theory. Thus, the
contour-ordered Green function, defined as
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where all the time-labels now reside on the contour shown in Fig.1. In writing (16), we assume that the nonequilibrium
term in the Hamiltonian can be represented by a one-body external potential U . The interactions are contained in
the (irreducible) self-energy ß[G]. The contour representation is rather impractical in calculations, and we want to
replace the contour by real time integrals. This procedure is called the analytic continuation.

As mentioned above, a simplification occurs if we can set t0 ! °1. If the interactions are coupled adiabatically,
the contribution from the [t0, t0 ° iØ] piece vanishes. The information lost by this procedure is related to initial
correlations. In many physical situations, for example, in steady state transport, it appears plausible that the initial
correlations have been washed out by the interactions when one reaches the steady state. On the contrary, if one
studies transient response, the role of initial correlations can be important. This represents an interesting, and rather
open problem. Here we consider the t0 ! °1 limit. The contour thus consists of two parts, from °1 to 1, and
from 1 to °1. Any time residing on the first part (call this C1) is earlier in the contour sense to any time residing
on the latter part C2. The contour-ordered Green function thus contains four diÆerent functions:

G(1, 10) =
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>:
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The task is to calculate the expectation value of a given observable, to which one associates a quantum mechanical
operator O, for times t ∏ t0:

hO(t)i = Tr[%(h)OH(t)] . (14)

The subscript H indicates that the time-dependence is governed by the full Hamiltonian, i.e., O is written in the
Heisenberg picture. The definition (14) can be generalized to two-time (or n-time) quantities (Green functions,
correlation functions) in an obvious fashion.

One should note that we use an equilibrium density matrix %(h) in (14), and not some time-dependent %. Physically
this means that the thermodynamic degrees of freedom, contained in h, do not follow instantaneously the rapid
variations contained in H 0(t). Other choices may be possible, but we make this choice here because of the di±culties
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dependence of OH to a simpler form, namely to that of OH0 . Since there are two operators to be eliminated, i.e.,
the time-dependent external perturbation H 0(t), and the “complicated” interaction term Hi, we expect to meet more
complicated transformations than in the equilibrium case. However, with suitable generalizations, it can be shown
that the nonequilibrium and equilibrium formalisms can be made structurally equivalent.

We skip here the technical details of these transformations because the final result is intuitive; an interested
reader may consult [1]. Instead of the time-ordering operator used in equilibrium theory, we now introduce the
contour-ordering operator, which orders the time-labels according to their order on the (Keldysh) contour. With this
generalization, the topological structure of the perturbation theory is identical to the equilibrium theory. Thus, the
contour-ordered Green function, defined as
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where all the time-labels now reside on the contour shown in Fig.1. In writing (16), we assume that the nonequilibrium
term in the Hamiltonian can be represented by a one-body external potential U . The interactions are contained in
the (irreducible) self-energy ß[G]. The contour representation is rather impractical in calculations, and we want to
replace the contour by real time integrals. This procedure is called the analytic continuation.

As mentioned above, a simplification occurs if we can set t0 ! °1. If the interactions are coupled adiabatically,
the contribution from the [t0, t0 ° iØ] piece vanishes. The information lost by this procedure is related to initial
correlations. In many physical situations, for example, in steady state transport, it appears plausible that the initial
correlations have been washed out by the interactions when one reaches the steady state. On the contrary, if one
studies transient response, the role of initial correlations can be important. This represents an interesting, and rather
open problem. Here we consider the t0 ! °1 limit. The contour thus consists of two parts, from °1 to 1, and
from 1 to °1. Any time residing on the first part (call this C1) is earlier in the contour sense to any time residing
on the latter part C2. The contour-ordered Green function thus contains four diÆerent functions:
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where all the time-labels now reside on the contour shown in Fig.1. In writing (16), we assume that the nonequilibrium
term in the Hamiltonian can be represented by a one-body external potential U . The interactions are contained in
the (irreducible) self-energy ß[G]. The contour representation is rather impractical in calculations, and we want to
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the contribution from the [t0, t0 ° iØ] piece vanishes. The information lost by this procedure is related to initial
correlations. In many physical situations, for example, in steady state transport, it appears plausible that the initial
correlations have been washed out by the interactions when one reaches the steady state. On the contrary, if one
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variations contained in H 0(t). Other choices may be possible, but we make this choice here because of the di±culties
related to other choices [see the discussion on pp. 214–216 in[4].

The general plan of attack is similar to the equilibrium case. We transform the “hopelessly complicated” time-
dependence of OH to a simpler form, namely to that of OH0 . Since there are two operators to be eliminated, i.e.,
the time-dependent external perturbation H 0(t), and the “complicated” interaction term Hi, we expect to meet more
complicated transformations than in the equilibrium case. However, with suitable generalizations, it can be shown
that the nonequilibrium and equilibrium formalisms can be made structurally equivalent.

We skip here the technical details of these transformations because the final result is intuitive; an interested
reader may consult [1]. Instead of the time-ordering operator used in equilibrium theory, we now introduce the
contour-ordering operator, which orders the time-labels according to their order on the (Keldysh) contour. With this
generalization, the topological structure of the perturbation theory is identical to the equilibrium theory. Thus, the
contour-ordered Green function, defined as

G(1, 10) ¥ °ihTCv [√H(1)√†
H

(10)]i , (15)

satisfies the same Dyson equation as the equilibrium function:

G(1, 10) = G0(1, 10) +
Z

d3x2

Z

Cv

dø2G0(1, 2)U(2)G(2, 10) +
Z

d3x2

Z
d3x3

Z

Cv

dø2

Z

Cv

dø3G0(1, 2)ß(2, 3)G(3, 10) ,

(16)
where all the time-labels now reside on the contour shown in Fig.1. In writing (16), we assume that the nonequilibrium
term in the Hamiltonian can be represented by a one-body external potential U . The interactions are contained in
the (irreducible) self-energy ß[G]. The contour representation is rather impractical in calculations, and we want to
replace the contour by real time integrals. This procedure is called the analytic continuation.

As mentioned above, a simplification occurs if we can set t0 ! °1. If the interactions are coupled adiabatically,
the contribution from the [t0, t0 ° iØ] piece vanishes. The information lost by this procedure is related to initial
correlations. In many physical situations, for example, in steady state transport, it appears plausible that the initial
correlations have been washed out by the interactions when one reaches the steady state. On the contrary, if one
studies transient response, the role of initial correlations can be important. This represents an interesting, and rather
open problem. Here we consider the t0 ! °1 limit. The contour thus consists of two parts, from °1 to 1, and
from 1 to °1. Any time residing on the first part (call this C1) is earlier in the contour sense to any time residing
on the latter part C2. The contour-ordered Green function thus contains four diÆerent functions:

G(1, 10) =

8
><

>:

Gc(1, 10) t1, t10 2 C1

G>(1, 10) t1 2 C2, t10 2 C1

G<(1, 10) t1 2 C1, t10 2 C2

Gc̃(1, 10) t1, t10 2 C2

. (17)

Goal: evaluation of t-dependent values of observables  
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We present a general treatment based on nonequilibrium Green functions to study transport phenomena in
systems described by tight-binding Hamiltonians coupled to reservoirs and with one or more time-periodic
potentials. We apply this treatment to the study of transport phenomena in a double barrier structure with one
and two ac potentials. Among other properties, we discuss the origin of the sign of the net current.
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I. INTRODUCTION

The impressive development in the technology of fabrica-
tion of small circuits, enabled the investigation of single
electron transport induced by time-periodic fields.1 In a re-
cent experiment by Switkes et al.2 charge transport through a
quantum dot is induced by means of two time-periodic po-
tentials with a phase lag. This has renewed the interest in the
study of charge pumping in open quantum systems, motivat-
ing theoretical3–9 and experimental activity.10 Closely related
phenomena are the photovoltaic effect11–13 in mesoscopic
junctions and charge driving in molecular ratchets.14,15 The
main feature characterizing these effects is the generation of
a net current as a response to a time-dependent external field
without a net static bias.

Several theoretical treatments on quantum pumps rely on
adiabatic approximations,3–6 relevant for very slow potential
modulations. A good amount of work on time-dependent
transport is based on Floquet theory,7–9,14–17 the scattering
matrix approach3,6,18 and the transfer matrix technique.19 An
alternative framework to investigate transport phenomena in
mesoscopic devices and nanostructures is the description of
the device in terms of tight-binding Hamiltonians and the
solution of the problem with nonequilibrium Green func-
tions. Since the proposals of Refs. 20 and 21, this kind of
approach became widely extended in the study of electronic
transport through a nanometric or mesoscopic sample, as a
response to a static bias. One of the reasons for the success
of this scheme is the fact that it is suited to deal with arbi-
trary high bias, finite temperature, arbitrary strength of dis-
sipation and that it can be extended to include many-body
interactions at least pertubatively. Another appealing feature
of this approach is the possibility of combining it with the
so-called ab initio methods to describe details of the contacts
and molecular bridges of the devices.22 In the context of
transport problems with time-dependent fields, there are also
basic proposals of this type of strategies23,24 but, in compari-
son, not so many recent developments. Some examples are
studies on ac-driven quantum dots and superlattices,25–28 the
latter restricted to weakly coupled quantum wells, studies on
the dynamical Franz-Keldysh effect,29 superconducting point
contacts with a time-dependent voltage,30 and conducting
rings threaded by a time-dependent magnetic flux.31–34 In
these problems, the time-dependent part of the Hamiltonian
is restricted to a single point,25,26 a single bond31–34 or to the

contacts,23,30 while approximations are introduced to deal
with more general situations.24,27–29

In this work, we present a general treatment based on
nonequilibrium Green functions to study transport phenom-
ena in systems described by tight-binding models in contact
with particle reservoirs with several time-periodic local po-
tentials. We follow the main lines of Refs. 31 and 33 and we
derive exact equations of motion for the Green functions. We
present results on the transport properties in the special
simple cases of one-dimensional systems with one and two
time-dependent potentials. In the first case, some analytical
expressions are available. In the second one, which is rel-
evant for the experimental configuration of Ref. 2, we com-
pute the Green functions numerically.

The traditional and intuitive way to think about stationary
transport through a mesoscopic device placed between two
electrodes at different chemical potentials is in terms of the
behavior of the density of states of the central system and of
its environment. In a time-dependent problem the density of
states depends on time and its convolution with a Fermi
function does not directly correspond to the notion of occu-
pied energy states. In our study we analyze the connection
between the transport behavior of the pumps, the density of
states of the environment and the nonequilibrium spectral
densities at the positions where the time-dependent potentials
are applied.

In stationary transport like that resulting as the response
to a static bias, the carriers responsible for the transport pro-
cess are those injected from the electrodes with energies be-
tween the two different chemical potentials. A remarkable
property of the pumping mechanism is that not only elec-
trons with energies close to the Fermi energy of the reser-
voirs contribute to the net electronic current. Instead, all the
electrons contribute to the net flow. This point has been pre-
viously addressed in Ref. 19 for the problem of an harmoni-
cally time-dependent potential in an asymmetric structure.
We present here further details on this behavior which com-
bines effects like photon-assisted tunneling, quantum inter-
ference and dissipation, sometimes giving rise to patterns
that resemble a turbulent motion of electrons through the
device.

The control of the direction of the net current is central
for eventual technological applications of the pumping ef-
fect. However, the complex nature of the electronic motion
generated in a quantum pump makes the prediction of this
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Exact Green’s function renormalization approach to spectral properties of open quantum
systems driven by harmonically time-dependent fields
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We present an efficient method and a fast algorithm to exactly calculate spectral functions and one-body
observables of open quantum systems described by lattice Hamiltonians with harmonically time-dependent
terms and without many-body interactions. The theoretical treatment is based in Keldysh nonequilibrium
Green’s function formalism. We illustrate the implementation of the technique in a paradigmatic model of a
quantum pump driven by local fields oscillating in time with one and two harmonic components.
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I. INTRODUCTION

The study of quantum systems in the presence of time-
dependent periodic fields is gaining increasing interest within
the communities of condensed matter and molecular physics.
Of particular experimental relevance are mesoscopic and
nanosize devices where electronic and spin transport is origi-
nated or influenced by the action of ac fields. Examples are
quantum pumps generated by means of ac potential gates
oscillating with a phase lag,1 Aharanov-Bohm rings made of
metallic and semiconducting structures, which are threaded
by magnetic fluxes with static and harmonically time-
dependent components,2 as well as surface acoustic waves in
carbon nanotubes.3 Other interesting phenomena originated
in time-dependent periodic fields are the photovoltaic effect
in semiconducting and polymeric heterostructures4 and the
dynamical Franz-Keldysh effect in semiconductors.5

An important characteristic of most of these systems is
that they are open quantum systems, i.e., they are finite
many-particle systems that do not operate isolated but in
contact with particle reservoirs. Keldysh nonequilibrium
Green’s function formalism is a suitable approach to deal
with these kinds of setups. The main characteristic of this
technique is that it considers the time evolution of a quantum
state along a two-way path that begins in −", draws forward
to +", and then backward to −". The Green’s function is
represented by a two-by-two matrix in terms of which per-
turbation theory has the same structure as in equilibrium
many-particle systems. In particular, the evolution of the
Green’s function is governed by a matricial Dyson equation.
A useful representation of this Green’s function is defined in
terms of retarded and lesser components, which read, respec-
tively,

Gl,m
R !t,t!" = − i#!t − t!"#$cl!t",cm

† !t!"%& ,

Gl,m
$ !t,t!" = i#cm

† !t!"cl!t"& . !1"

In stationary problems, the two Green’s functions defined in
Eq. !1" depend on the difference between the two times t
− t!. Hence, the most convenient procedure to evaluate them
is to perform a Fourier transform to the frequency space,
which, in practice, reduces the set of coupled integral or
integro differential Dyson equations to a set of linear equa-

tions. This enormous simplification of the problem is a con-
sequence of the fact that the dynamics of the system does not
depend on the observational time t !or t!" at which the rel-
evant many-body scattering events finish or begin, but rather
on what happens in between. This picture is no longer true in
the case of systems that depend explicitly on time, where the
observational time is also relevant. In such cases, the Green’s
functions depend on the two times !t , t!" or, alternatively, on
!t , t− t!", or !t− t! , t!". Within this context, harmonically time-
dependent problems constitute very particular cases: al-
though they are not stationary, the time-dependent pattern
periodically repeats.

In recent papers, we have presented an approach based in
nonequilibrium Green’s function formalism to describe the
transport properties of systems driven by harmonically time-
dependent fields.6–8 This approach is essentially the formu-
lation of usual Keldysh formalism for particular problems
described by Hamiltonians of noninteracting fermions with
time-periodic terms. The strategy consists on a convenient
choice of the integral representation of Dyson equation for
the retarded Green’s function, as well as the introduction of
the Fourier transform in the difference of time t− t!. The
latter step takes care of causality and constitutes a natural
generalization to the usual procedure carried out for equilib-
rium and stationary problems. The goal of the treatment is to
obtain a set of linear equations in frequency space, analogous
to the corresponding ones for equilibrium and stationary
problems. There are, however, two main distinctive features:
!i" Unlike their equilibrium counterparts, these equations are
not diagonal in frequency but rather coupled in quanta of the
elementary frequency %0=2& /'0, being '0 the period defin-
ing the time oscillations of the Hamiltonian. !ii" This set of
equations depends periodically on the observational time t
!or t!", indicating that the ensuing solutions can be repre-
sented in terms of Fourier series. Because of the coupling
between frequencies, this set contains a large number of
equations and can be computationally hard in the case of
Hamiltonians with several time-dependent terms and several
harmonic components. The aim of this work is to present a
fast and computationally low-demanding method to solve
such a set of equations. The philosophy is similar to the one
used in recursive methods to formulate solutions of the
Dyson equation in real space for stationary regimes.18–23
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Abstract

We explore the prospects to control by use of time-dependent fields quantum transport phenomena in nanoscale
systems. In particular, we study for driven conductors the electron current and its noise properties. We review
recent corresponding theoretical descriptions which are based on Floquet theory. Alternative approaches, as well as
various limiting approximation schemes are investigated and compared. The general theory is subsequently applied
to different representative nanoscale devices, like non-adiabatic pumps, gates, quantum ratchets, and transistors.
Potential applications range from molecular wires under the influence of strong laser fields to microwave-irradiated
quantum dots.
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Abstract

In this review we focus on electronic transport through semiconductor nanostructures which are drivenby
ac "elds. Along the review we describe the available experimental information on di#erent nanostructures,
like resonant tunneling diodes, superlattices or quantum dots, together with di#erent theoretical techniques
used in the study of photon-assisted transport. These theoretical tools such as, for instance, the Floquet
formalism, the nonequilibrium Green’s function technique or the density matrix technique, are suitable for
tackling with problems where the interplay of di#erent aspects like nonequilibrium,nonlinearity, quantum
con"nement or electron–electron interactions gives rise to many intriguing new phenomena. Along the review
we give many examples which demonstrate the possibility of using appropriate ac "elds to control/manipulate
coherent quantum states in semiconductor nanostructures.
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Floquet GF + master equations

Keldysh formalism in Floquet representation

Gl,l!
R !t,!" = #

−"

t

dt!ei!!+i0+"!t−t!"Gl,l!
R !t,t!" . !10"

Note that Eq. !10", in practice considers that !t , t− t!" are the
natural coordinates to describe the time evolution. For sta-
tionary problems, !10" reduces to the usual Fourier transform
defined in equilibrium Green’s function formalism, which
implies that the transformed functions have well-defined ana-
lytical properties in the frequency space.24 Another approach
based in Keldysh formalism used in the problem of a single
pumping potential oscillating with a single frequency25 con-
sidered a double Fourier transform in t and t!, which results
in being formally more cumbersome. Other theoretical treat-
ments that, as in our case, consider the observational time
and the difference of times as the natural temporal coordi-
nates to describe the dynamics rely on Floquet representation
for the Hamiltonian and the wave functions.12–14

From Eq. !8", it is clear that the evaluation of the retarded
Green’s function also provides the solution for the lesser
function. Performing the Fourier transform in !9" results in
the following set:

ĜR!t,!" = Ĝ0!!" + $
k# 1

%e−ik$0tĜR!t,! + k$0"V̂k
−!!"Ĝ0!!"

+ eik$0tĜR!t,! − k$0"V̂k
+!!"Ĝ0!!"& , !11"

where ĜR!t ,!" %Ĝ0!!"& denotes the N% N matrix with ele-

ments Gl,l!
R !t ,!" %Gl,l!

0 !!"&. Analogously, V̂k
±!!"= V̂!&k"

+ '̂!&k ,!", where V̂!k" and '̂!k ,!" are matrices with ele-
ments Vl,l!!k" and (l,j)

(l!,j)
' j)

!k ,!". The equilibrium

Green’s function Ĝ0!!" is the solution of the following
Dyson equation:

Ĝ0!!"%!1̂ − *̂ − '̂0!!"& = 1̂, !12"

where the matrices '̂0!!" and *̂ have elements 'l,l!
0 !!"

=(l,j)
(l!,j)

' j)
!0,!", and *l,l!, respectively.

Because of the time-periodic structure of the set !11", the
retarded Green’s function is also a periodic function of time
and can be expanded in Fourier series

ĜR!t,!" = $
k=−"

"

Ĝ!k,!"e−ik$0t,

Ĝ!k,!" =
1
+0
#

0

+0

dteik$0tĜR!t,!" . !13"

Transforming !11" according to !13" results in

Ĝ!k,!" = Ĝ0!!"(k,0 + $
k1# 1

%Ĝ!k − k1,! + k1$0"V̂k1

− !!"Ĝ0!!"

+ Ĝ!k + k1,! − k1$0"V̂k1

+ !!"Ĝ0!!"& . !14"

The structure of Eqs. !11" and !14", in particular, the cou-
pling of different energies that differ in integer numbers of
the energy quantum $0, resembles the problem of electrons
coupled to quantized phonon or photon fields. This feature

has been identified as the source of heating in the problem of
a dissipative metallic ring threaded by a time-dependent
flux6,9 and has also been stressed in the context of formula-
tions based in the Floquet representation.10–13

In previous works,6–8 we have considered a frequency
cutoff ±K$0, with large K in !11", such that K$0≫W, being
W the bandwidth of the system associated to Ĝ0!!" !i.e.,

Im%Ĝ0!!"&'0, for (! ( , W". The corresponding linear set
can be numerically solved at different times within the inter-
val 0- t- +0. For small amplitudes Vl,l!!k" and .!k ,!", it is
also possible to perform systematic perturbative approxima-
tions to the solutions.7,8 However, the complete evaluation of
GR!t ,!" for arbitrary amplitudes may involve the manipula-
tion of a formidable large and dense linear set in cases where
Vl,l!!t"!0 for several lattice positions !l , l!" and contains
more than one harmonic component. On another hand, the
computation of the Fourier components Ĝ!k ,!" must be per-
formed numerically a posteriori. An alternative procedure
would be the evaluation of !14". This would imply solving
the set of equations only once and would allow for the direct
evaluation of the Fourier components. However, the size of
the corresponding matrix is even much larger than in the
previous case. The recursive method that we present in Sec.
IV circumvent these shortcomings. Although it is based in a
systematic elimination of frequency modes in Eq. !11", it
allows for the direct evaluation of the Fourier components
Ĝ!k ,!" on the basis of operations with matrices of size
N% N.

III. SPECTRAL PROPERTIES AND EXPECTATION
VALUES OF ONE-BODY OBSERVABLES

Before presenting the method to solve the set !11", we
present a discussion on some salient properties of the func-
tions Ĝ!k ,!". As in the case of equilibrium Green’s func-
tions, the analytical properties of these functions follow from
general principles.

One of the most important properties of equilibrium
Green’s is the spectral representation,

ĜR!!" = #
−"

" d!!
2/

0̂!!!"
! − !! + i0+ , !15"

being 0̂!!"= ĜR!!"−%ĜR!!"&† , the spectral density matrix.
From the very definition, the retarded Green’s function is
related to the lesser Green’s function through

ĜR!t,t!" = 1!t − t!"%Ĝ, !t,t!" − Ĝ2!t,t!"& , !16"

being Ĝ, !t , t!"=%Ĝ2!t! , t"&† , where Ĝ, ,2!t , t!" and ĜR!t , t!"
are matrices with elements Gl,l!

, ,2!t , t!" and Gl,l!
R !t , t!", respec-

tively. In equilibrium, these Green’s functions are further re-
lated in frequency through

Ĝ2!!" = if!!"0̂!!" ,
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namely, the elimination of coordinates and equations with
the subsequent renormalization of some coupling constants
and Green’s functions. In the present case, such elimination
is defined in frequency coordinates instead of lattice coordi-
nates. The work is organized as follows: In Sec. II, we
present the properties of the underlying model and formulate
Dyson equations for the Green’s functions. In Sec. III, we
discuss some important spectral properties of these func-
tions. The algorithm to solve the set of equations for the
retarded Green’s functions is presented in Sec. IV. In Sec. V,
we illustrate the method in a paradigmatic model of quantum
pump with biharmonic modulation. Finally, Sec. VI is de-
voted to summary and conclusions.

II. GENERAL FORMALISM

In this section, we review and generalize the procedure
that we have followed to study the transport behavior of a
ring threaded by a magnetic field with a linear dependence
on time6 and a model for local pumping potentials.7 ,8 The
first one can be described in terms of a tight-binding Hamil-
tonian with a harmonically time-dependent hopping matrix
element along one of the bonds, whereas the latter contains
local harmonically time-dependent potentials. The generali-
zation presented in what follows considers, in addition, the
possibility of ac voltages applied at the reservoirs.

We consider a many-particle system of noninteracting fer-
mions in a finite lattice of N sites, described by a Hamil-
tonian of the general form

Hsys!t" = #
l,l!=1

N

!Hl,l!
sys!t"cl

† cl! + H.c." , !2"

with matrix elements containing stationary and time-periodic
components Hl,l!

sys!t"=!l,l!+Vl,l!!t", being Vl,l!!t"
=#k!0e−ik"0tVl,l!!k". Let us consider that such a system is
connected to M reservoirs through contact terms of the form

Hcont = − #
#=1

M

w#!cr#

† cj#
+ H.c." , !3"

where r# and j# are, respectively, coordinates of the reser-
voirs and the central system.

We generalize the models for reservoirs considered in pre-
vious works6 –8 and assume that the corresponding Hamilto-
nians can also have a harmonical time dependence. On
physical grounds, this situation corresponds to external leads
under the action of ac voltages,

Hres!t" = #
#=1

M

!r#
!t"cr#

† cr#
, !4 "

with !r#
!t"=!#

0 +V# cos!"0t". An alternative formulation of
this problem is attained by performing the gauge transforma-
tion: cr#

→cr#
!t"=cr#

e−i$t0
t dt1V# cos!"0t1", which transforms

!r#
!t"→!r#

=!r#

0 in Hres and w#→w#!t"=ei$t0
t dt1V# cos!"0t1" in
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-#!*" is its equilibrium density of states, i.e., corresponding
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order m.
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SCHWINGER-KELDYSH GREEN’S 
FUNCTIONS AND SCATTERING MATRIX 

No discrimination of
system and coupling.
Evaluates fluxes in 
reservoirs.  

Keldysh Green function:
Evaluates time-dependent mean 
values of any observable in a non-
equilibrium system. In particular:   
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where HC =
∑

k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the number of
particles but not the total energy. We can write

d⟨H⟩
dt

= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε

h
%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫

dε
2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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where HC =
∑

k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the number of
particles but not the total energy. We can write

d⟨H⟩
dt

= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε

h
%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫

dε
2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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where HC =
∑

k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the number of
particles but not the total energy. We can write

d⟨H⟩
dt

= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε

h
%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫

dε
2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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where HC =
∑

k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the number of
particles but not the total energy. We can write

d⟨H⟩
dt

= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε

h
%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫

dε
2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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where HC =
∑

k εkc
†
kck is the continuum of electron states

with wave vector k and band energy εk , HT =
∑

k(wkd
†ck +

H.c.) describes the tunneling hybridization between prop-
agating electrons and the localized fermion with coupling
amplitude wk , and HD(t) = εd (t)d†d represents the impurity
Hamiltonian with a time-dependent energy level εd (t) = ε0 +
Vac cos("t), with ε0 being the energy of the bare level. This
model can be implemented, e.g., using an electronic terminal
coupled to a quantum dot acting as an artificial impurity
[12,13] which, in turn, is interacting with a nearby capacitive
gate with harmonic driving potential Vac cos("t), where Vac
and " are the ac amplitude and frequency, respectively. Our
model is also relevant for fermionic gases of cold atoms [27]
in periodically driven optical lattices [28]. For definiteness, we
take a single reservoir in the spinless case, but the model can
be straightforwardly generalized to account for multiple leads
and spinful electrons.
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= WC(t) + WT (t) + WD(t) + P (t), (2)

where the energy fluxes (energy per unit time) are
WC(t) = i⟨[H,HC]⟩/!, WT (t) = i⟨[H,HT ]⟩/!, and WD(t) =
i⟨[H,HD]⟩/!, and fulfill WC(t) + WT (t) + WD(t) = 0. The
term P (t) = ⟨∂HD/∂t⟩ is the power developed by the ac
forces. Importantly, energy transport contains an additional
term as compared to charge transport. In the latter case, the
current conservation condition reads IC(t) + ID(t) = 0, where
the electronic currents (charge per unit time) in the reservoir
and the quantum level are given, respectively, by IC(t) =
ie⟨[H,

∑
k c

†
kck]⟩/! and ID(t) = ie⟨[H,d†d]⟩/!. There is no

particle flux associated with the coupling Hamiltonian HT

(although the currents must, of course, be calculated in the
presence of HT ). In stark contrast, the energy flux in the reser-
voir, WC(t), cannot be solely inferred from that in the impurity,
WD(t), but necessitates knowledge on how energy is absorbed
or desorbed in the contact region, WT (t). This crucial fact
introduces some ambiguity in the definition of the concept of
heat current, as shown below.

The different energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr (t,t ′) = −iθ (t −
t ′)⟨{d(t),d†(t ′)}⟩ and lesser G<(t,t ′) = i⟨d†(t ′)d(t)⟩ Green’s
functions. We find that the energy flux entering the reservoir
at time t reads [29]

WC = −2 Re
∫

dε

h
%(ε)[iεGr (t,ε)f (ε) + G<(t,ε)&(ε)],

(3)

where G(t,t ′) =
∫

dε
2π

e−iε(t−t ′)G(t,ε) and &(ε) =∫
dε′

2π
ε′

ε−ε′−i0+ . In Eq. (3), f (ε) = 1/[1 + e(ε−µ)/kBT ] is
the Fermi-Dirac distribution with background temperature T
and chemical potential µ, and %(ε) = 2π

∑
k |wk|2δ(ε − εk)

is the resonance width due to coupling to the continuous
set of states. For definiteness, we consider a model for the
continuum with a flat density of states, corresponding to a
constant %. We emphasize that Eq. (3) is completely general
and valid to all orders in " and Vac. Moreover, it would be

valid even in the presence of Coulomb interactions acting on
the spatially localized region.

Following the same procedure, we find for the impurity
energy flux the expression

WD(t) = −εd (t)IC(t)/e, (4)

where IC(t) =−(2e/h) Re
∫

dε%(ε)[iGr (t,ε)f (ε) +G<(t,ε)]
is the charge current measured in the reservoir. Equation (4) has
a rather simple interpretation. Let nd (t) be the expected value
of the particle number at the localized site. Then, its total en-
ergy rate of change is d[εd (t)nd (t)]/dt , which consists of two
terms, namely, the ac source power P (t) = nd (t)dεd/dt and
the energy flux WD = εd (t)dnd/dt = −εd (t)IC(t)/e, since
ID(t) ≡ ednd/dt = −IC(t).

Finally, we determine the energy flux associated with the
region that mixes continuous and localized states, WT =
−WC − WD . It reads

WT (t) = 2 Re
∫

dε

h
∂tGr (t,ε)%f (ε), (5)

with Gr (t,ε) =
∑

n e−in"tG(n,ε). It is easy to verify that
Eq. (5) is a purely ac contribution and vanishes in the limit
" → 0. Thus, for applied static fields or for time-averaged ac
transport, this special contribution to the system’s energy flow
is zero, The quantity WT will be nonzero only for systems
exhibiting a dynamical response. In a quantum-dot setup,
the tunnel barrier coupling the dot and the reservoir would
periodically store and release energy in response to a nearby
ac field, thereby the term energy reactance.

To gain further insight into the physical significance of
WT , we now resort to the scattering-matrix formalism ap-
plied to quantum transport. Equivalence between the Green’s
function and scattering-matrix approaches has been proven
in Ref. [30] for averaged time-dependent quantities. But
because WT precisely vanishes in the stationary limit, we now
analyze the full time-dependent energy flux by considering
the energy current density operator ρE = *∗H*, where H =
−!2∇2/2m + U (t,r⃗) is the first-quantized version of Eq. (1)
and U is the full electronic potential which includes externally
applied time-dependent fields. Then, ρE satisfies the continuity
equation [31]

∂tρE + ∇ · WE = SE, (6)

where WE = (!/4mi)[*∗H∇* − ∇*∗H* + H.c.] is the
symmetrized energy flux and SE = *∗∂tU* is the source
term accounting for the explicit time dependence of U . As is
customary (see, e.g., Ref. [32]), we introduce the field operator
*̂ ∼

∫
dε e−iεt/![e+ikxâ(ε) + e−ikxb̂(ε)] at the cross section x

position through which the flux is measured. Then, the energy
flux is expressed as

WE(t) =
∑

n,q

e−in"t

∫
dε

εq + εn+q

2h
SF∗(εq,ε)SF (εn+q,ε)

×[f (εq) − f (ε)], (7)

where the Floquet scattering matrix relates the lead out-
going flux operators b̂ to the incoming ones âvia b̂(ε) =∑

n SF (ε,εn)â(εn) and εn = ε + n!".
If we now insert the generalized Fisher-Lee relation

[30,33] SF (εm,εn) = δm,n − i%G(m − n,εn) into Eq. (7) we
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Floquet Scattering Matrix

Taking quantum-mechanical averages and using the definition G<
k (t, t⇤) = i⇧c†k(t⇤)d(t)⌃, the variation in time of the

energy stored in the reservoir can be written as follows:

WC = �2

~
⌃

k

⌃kRe{wkG<
k (t, t)}. (S.7)

From Dyson equation and Langreth rules (see Refs. [1, 2]), the above expression can be expressed as follows:

WC = �2

~
⌃

k

Re{|wk|2 ⌃k
⌥

dt1[Gr(t, t1)g
<
k (t1, t) + G<(t, t1)g

a
k(t1, t)]}, (S.8)

being

Gr(t, t1) = �i⌅(t� t1)⇧{d(t), d†(t1)}⌃,
G<(t, t1) = i⇧d†(t1)d(t)⌃, (S.9)

and

g<k (t1, t) = i

⌥
d⌃

2⇧
f(⌃)�k(⌃)e

�i⇥(t1�t)/~,

gak(t1, t) =

⌥
d⌃

2⇧

⌥
d⌃⇤

2⇧

�k(⌃⇤)

⌃� ⌃⇤ � i0+
e�i⇥(t1�t)/~,

�k(⌃) = 2⇧⇥(⌃� ⌃k). (S.10)

Substituting in Eq. (S.8):

WC = �2

~Re{
⌥

dt1

⌥
d⌃

2⇧
e�i⇥(t1�t)/~

⇤
iGr(t, t1)�f(⌃)⌃+

⌥
d⌃⇤

2⇧
G<(t, t1)�

⌃⇤

⌃� ⌃⇤ � i⇤

⌅
}, (S.11)

where � =
⇧

k |wk|2�k(⌃) is the hybridization width due to coupling to the reservoir, and f(⌃) = 1/[1+e(⇥�µ)/kBT ] the
Fermi- Dirac distribution. We also assume a reservoir with a wide-band density of states, such that � is approximately
independent of ⌃.

Introducing the Fourier representation for the Green function

G(t, t1) =
⌥

d⌃

2⇧
e�i⇥(t�t1)/~G(t, ⌃), (S.12)

we obtain Eq. (3) of the main text

WC = �2Re{
⌥

d⌃

h
�
�
iGr(t, ⌃)f(⌃)⌃+ G<(t, ⌃)⇥⇥(⌃)

⇥
}, (3)

where

⇥(⌃) =

⌥
d⌃⇤

2⇧

⌃⇤

⌃� ⌃⇤ � i0+
. (S.13)

We now consider the Keldysh equation for the lesser Green function:

G<(t, ⌃) =

⌥
dt1

⌥
dt2

⌥
dt3Gr(t, t2)⇤

<(t2 � t3)Ga(t3, t1)e
i⇥(t�t1)/~, (S.14)

with ⇤<(⌃) = if(⌃)�, and taking into account the fact that the forcing is periodic in time we introduce the following
Floquet-Fourier representation for the Green function [3]:

Gr(t, ⌃) =
⌃

n

e�in�tG(n, ⌃), (S.15)

⌅ being the fundamental driving frequency. Substituting Eqs. (S.14) and (S.15) in Eq. (3) we obtain:

WC(t) = �2Re{
⌃

l

e�il�t

⌥
d⌃

h
�
�
iGr(l, ⌃)f(⌃)⌃

+i�
⌃

n

Gr(l + n, ⌃� n~⌅)Gr⇥(n, ⌃� n~⌅)f(⌃� n~⌅)⇥(⌃)
 
}. (S.16)

2

SF ("m, "n) = �m,n � i�Gr(m� n, "n)

� = 2⇡
X

k

|wk|2�("� "k)
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I. INTRODUCTION

Recently, there has been increasing theoretical and experi-
mental activity around quantum transport phenomena in-
duced by time-dependent fields. Pumping phenomena in me-
soscopic systems constitutes a very interesting case, where
periodic out-of-phase potentials deform the gates of semi-
conductor structures allowing for the generation of dc cur-
rents even in the absence of a static bias.1–14

The scattering matrix approach and Keldysh nonequilib-
rium Green’s function technique are the most powerful for-
malisms in the theory of quantum transport. Recently, the
generalization of the scattering !S" matrix theory to time-
periodic transport phenomena in an energy representation
has been formulated,15–17 while an alternative treatment in a
time representation has been proposed in Refs. 18–20.
Keldysh formalism as a theoretical tool to investigate time-
dependent transport phenomena in mesoscopic systems has
been introduced some time ago21,22 and has been employed
to study problems such as ac-transport through quantum
dots23 and superlattices,24 Josephson junctions,25,26 and quan-
tum pumps.27,28 Recently a practical formulation to treat
problems with harmonically time-dependent potentials has
been presented and used to investigate quantum transport in
a mesoscopic ring threaded by a time-dependent flux29 and
systems with ac potentials.30,31 Other formalisms to describe
quantum transport in the presence of time-periodic fields are
based in a modified transfer matrix approach32 and in the
Floquet representation of the Hamiltonian with the introduc-
tion of non-Hermitian dynamics for the wave function propa-
gation, in order to represent dissipative effects.33–37

The scattering matrix formalism is basically a single-
particle approach. Therefore, it cannot be directly applied to
systems described by Hamiltonians containing many-particle
interactions. The theoretical framework in which Keldysh
formalism is based is exactly the opposite one, namely, the
systematic treatment of many-particle interacting systems.
This formalism is, however, also adequate to investigate
transport phenomena through mesoscopic systems even in
the case that many-body interactions do not play a relevant
role. The reason is that the effect of the environment, in

particular, the leads and reservoirs to which the mesoscopic
system is connected, are suitably represented in terms of self-
energies. In the description of quantum transport in systems
of noninteracting electrons, the agreement between both for-
malisms is expected to be the rule. In the context of station-
ary transport, the equivalence between the two approaches
was pointed out by Fisher and Lee.38

An important experimental situation corresponds to the
case of slowly oscillating driving fields. The low frequency
regime is sometimes loosely referred to as “adiabatic.” This
word stems from the Greek word “a-diabatos,” which means
“not passable.” Traditionally, in theoretical physics, this term
is employed when an isolated or closed quantum mechanical
system is perturbed by a time-dependent Hamiltonian in such
a way that the eigenstates do not mix as time evolves. This
idea cannot be trivially exported to describe a quantum sys-
tem coupled to an environment where the spectrum is con-
tinuum and concepts such as energy levels are not well de-
fined. In the framework of open quantum systems, the term
“adiabatic” is sometimes understood as synonymous of low
frequency behavior while it is also sometimes employed to
define a description where the variable t in the time-
dependent piece of the Hamiltonian is considered as a frozen
parameter. An important number of works have been devoted
to investigate quantum transport in pumps within the low-
frequency regime. In particular, an adiabatic approximation
to the Floquet scattering matrix has been introduced5,6,13,15–17

which, in practice, allows for the evaluation of the contribu-
tion to the pumped dc current that behaves linearly in the
driving frequency.

The aim of this work is twofold. On one hand, we show
that, for noninteracting quantum systems driven by time-
periodic fields, in contact to static reservoirs with arbitrary
densities of states, or with oscillating reservoirs described by
smooth densities of states, it is possible to establish a trans-
parent and complete dictionary between the Floquet scatter-
ing matrix approach of Refs. 15–17 and the Keldysh Green’s
function treatment of Ref. 30. The second goal of this work
is to formulate an adiabatic approximation, analogous to the
one used in scattering matrix formalism, in the language of
nonequilibrium Green’s functions.
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power source as in Fig. 1. Then, the Hamiltonian reads,

H = HC +HT +HD(t), (1)

where HC =
⇤

k ⌃kc
†
kck is the continuum of electron

states with wavevector k and band energy ⌃k, HT =⇤
k(wkd†ck +h.c.) describes the tunneling hybridization

between propagating electrons and the localized fermion
with coupling amplitude wk, and HD(t) = ⌃d(t)d†d rep-
resents the impurity Hamiltonian with a time-dependent
energy level ⌃d(t) = ⌃0+Vac cos(⌅t), ⌃0 being the energy
of the bare level. This model can be implemented, e.g.,
using an electronic terminal coupled to a quantum dot
acting as an artificial impurity [12, 13] which, in turn, is
interacting with a nearby capacitive gate with harmonic
driving potential Vac cos(⌅t), where Vac and ⌅ are the ac
amplitude and frequency, respectively. Our model is also
relevant for fermionic gases of cold atoms [27] in periodi-
cally driven optical lattices [28]. For definiteness, we take
a single reservoir in the spinless case but the model can
be straightforwardly generalized to account for multiple
leads and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the num-
ber of particles but not the total energy. We can write,

d H⌦
dt

= WC(t) +WT (t) +WD(t) + P (t) , (2)

where the energy fluxes (energy per unit time) are
WC(t) = i [H,HC ]⌦/~, WT (t) = i [H,HT ]⌦/~ and
WD(t) = i [H,HD]⌦/~, and fulfill WC(t) + WT (t) +
WD(t) = 0. The term P (t) =   HD/ t⌦ is the power
developed by the ac forces. Importantly, energy trans-
port contains an additional term as compared to charge
transport. In the latter case, the current conservation
condition reads IC(t) + ID(t) = 0 where the electronic
currents (charge per unit time) in the reservoir and
the quantum level are given, respectively, by IC(t) =
ie [H,

⇤
k c

†
kck]⌦/~ and ID(t) = ie [H, d†d]⌦/~. There is

no particle flux associated to the coupling Hamiltonian
HT (although the currents must, of course, be calculated
in the presence of HT ). In stark contrast, the energy flux
in the reservoir, WC(t), cannot be solely inferred from
that in the impurity, WD(t), but necessitates knowledge
on how energy is absorbed or desorbed in the contact re-
gion, WT (t). This crucial fact introduces some ambiguity
in the definition of the concept of heat current, as shown
below.

The di⇧erent energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr(t, t0) = �i⇥(t �
t0) {d(t), d†(t0)}⌦ and lesser G<(t, t0) = i d†(t0)d(t)⌦
Green functions. We find that the energy flux entering
the reservoir at time t reads [29]

WC = �2Re

⇧
d⌃

h
�(⌃)

�
iGr(t, ⌃)f(⌃)⌃+ G<(t, ⌃)⇥(⌃)

⇥
,

(3)

where G(t, t0) =
⌅

d⇤
2⇥ e

�i⇤(t�t0)G(t, ⌃) and ⇥(⌃) =⌅
d⇤0

2⇥
⇤0

⇤�⇤0�i0+ . In Eq. (3), f(x) = 1/[1+e(x�µ)/kBT ] is the
Fermi-Dirac distribution with background temperature
T , the chemical potential µ, and �(⌃) = 2⌅

⇤
k |wk|2�(⌃�

⌃k) is the resonance width due to coupling to the contin-
uous set of states. For definiteness, we consider a model
for the continuum with a flat density of states, corre-
sponding to a constant �. We emphasize that Eq. (3)
is completely general and valid to all orders in ⌅ and
Vac. Moreover, it would be valid even in the presence
of Coulomb interactions acting on the spatially localized
region.
Following the same procedure, we find for the impurity

energy flux the expression

WD(t) = �⌃d(t)IC(t)/e, (4)

where IC(t) = �2eRe
⌅
d⌃/h�(⌃)[iGr(t, ⌃)f(⌃)+G<(t, ⌃)]

is the charge current measured in the reservoir. Equa-
tion (4) has a rather simple interpretation. Let nd(t)
be the expected value of the particle number at the lo-
calized site. Then, its total energy rate of change is
d[⌃d(t)nd(t)]/dt, which consists of two terms, namely,
the ac source power P (t) = nd(t)d⌃d/dt and the en-
ergy flux WD = ⌃d(t)dnd/dt = �⌃d(t)IC(t)/e, since
ID(t) ⇤ ednd/dt = �IC(t).
Finally, we determine the energy flux associated with

the region that mixes continuous and localized states,
WT = �WC � WD. It reads,

WT (t) = 2Re

⇧
d⌃

h
 tGr(t, ⌃)�f(⌃) , (5)

with Gr(t, ⌃) =
⇤

n e
�in�tG(n, ⌃). It is easy to verify

that Eq. (5) is a purely ac contribution and vanishes in
the limit ⌅ ⌅ 0. Thus, for applied static fields or for
time-averaged ac transport, this special contribution to
the system’s energy flow is zero, The quantity WT will
be nonzero only for systems exhibiting a dynamical re-
sponse. In a quantum-dot setup, the tunnel barrier cou-
pling the dot and the contact lead would periodically
store and release energy in response to a nearby ac field,
thereby the term energy reactance.
To gain further insight into the physical significance

of WT , we now resort to the scattering-matrix formal-
ism applied to quantum transport. Equivalence be-
tween Green-function and scattering matrix approaches
has been proven in Ref. [30] for averaged time-dependent
quantities. But because WT precisely vanishes in the
stationary limit, we now analyze the full time-dependent
energy flux by considering the energy current density op-
erator ⇧E = ⇤⇤H⇤, where H = �~2�2/2m + U(t,�r)
is the first-quantized version of Eq. (1) and U is the
full electronic potential which includes externally applied
time-dependent fields. Then, ⇧E satisfies the continuity
equation [31]

 t⇧E + � ·WE = SE , (6)
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power source as in Fig. 1. Then, the Hamiltonian reads,

H = HC +HT +HD(t), (1)

where HC =
⇤

k ⌃kc
†
kck is the continuum of electron

states with wavevector k and band energy ⌃k, HT =⇤
k(wkd†ck +h.c.) describes the tunneling hybridization

between propagating electrons and the localized fermion
with coupling amplitude wk, and HD(t) = ⌃d(t)d†d rep-
resents the impurity Hamiltonian with a time-dependent
energy level ⌃d(t) = ⌃0+Vac cos(⌅t), ⌃0 being the energy
of the bare level. This model can be implemented, e.g.,
using an electronic terminal coupled to a quantum dot
acting as an artificial impurity [12, 13] which, in turn, is
interacting with a nearby capacitive gate with harmonic
driving potential Vac cos(⌅t), where Vac and ⌅ are the ac
amplitude and frequency, respectively. Our model is also
relevant for fermionic gases of cold atoms [27] in periodi-
cally driven optical lattices [28]. For definiteness, we take
a single reservoir in the spinless case but the model can
be straightforwardly generalized to account for multiple
leads and spinful electrons.

The Hamiltonian given by Eq. (1) conserves the num-
ber of particles but not the total energy. We can write,

d H⌦
dt

= WC(t) +WT (t) +WD(t) + P (t) , (2)

where the energy fluxes (energy per unit time) are
WC(t) = i [H,HC ]⌦/~, WT (t) = i [H,HT ]⌦/~ and
WD(t) = i [H,HD]⌦/~, and fulfill WC(t) + WT (t) +
WD(t) = 0. The term P (t) =   HD/ t⌦ is the power
developed by the ac forces. Importantly, energy trans-
port contains an additional term as compared to charge
transport. In the latter case, the current conservation
condition reads IC(t) + ID(t) = 0 where the electronic
currents (charge per unit time) in the reservoir and
the quantum level are given, respectively, by IC(t) =
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⇤
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kck]⌦/~ and ID(t) = ie [H, d†d]⌦/~. There is

no particle flux associated to the coupling Hamiltonian
HT (although the currents must, of course, be calculated
in the presence of HT ). In stark contrast, the energy flux
in the reservoir, WC(t), cannot be solely inferred from
that in the impurity, WD(t), but necessitates knowledge
on how energy is absorbed or desorbed in the contact re-
gion, WT (t). This crucial fact introduces some ambiguity
in the definition of the concept of heat current, as shown
below.

The di⇧erent energy fluxes entering Eq. (2) can be
computed in terms of the retarded Gr(t, t0) = �i⇥(t �
t0) {d(t), d†(t0)}⌦ and lesser G<(t, t0) = i d†(t0)d(t)⌦
Green functions. We find that the energy flux entering
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energy flux by considering the energy current density op-
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full electronic potential which includes externally applied
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤

⇥
d⇧ e�i⇥t/~[e+ikxâ(⇧) + e�ikxb̂(⇧)] at

the cross section x-position through which the flux is
measured. Then, the energy flux is expressed as

WE(t) =
⇤

n,q

e�in�t

⌅
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⇧q + ⇧n+q

2h
SF⇥(⇧q, ⇧)S

F (⇧n+q, ⇧)

⇥ [f(⇧q)� f(⇧)] , (7)

where the Floquet scattering matrix relates the lead
outgoing flux operators b̂ to the incoming ones â via
b̂(⇧) =

�
n S

F (⇧, ⇧n)â(⇧n) and ⇧n = ⇧+ n~⇤.
Remarkably, if we now insert the generalized Fisher-

Lee relation [30, 33] SF (⇧m, ⇧n) = �m,n� i�G(m�n, ⇧n)
into Eq. (7) we find [29]

WE(t) = WC(t) +
1

2
WT (t) . (8)

This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =

⇥ �
0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1

2
WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
the reservoir and HS(t) = HD(t) + 1

2HT defining the
driven system. We then evaluate the rate of change of
the internal energy ˙⌥HE� = ˙⌥HC� � 1

2

�
k [⇧k � ⇧d(t)] ṅk,

with nk = ⌥c†kck�, which leads us to interpret the quantity
�⌥HT � = �

�
k [⇧k � ⇧d(t)] �nk as the chemical work due

to particle flow through the contact. Hence, in accor-
dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =

�
k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:

Gr(t, ⇧) = Gr
f (t, ⇧) +

i~
2
 t ⇥Gr

f (t, ⇧) + . . . (10)

Gr
f (t, ⇧) = [⇧ � ⇧d(t) + i�/2]�1 is the frozen Green func-

tion describing the regime in which the electron instanta-
neously adjusts its potential to the ac field. Considering
the expansion of G up to O(⇤) yield heat fluxes exact up
to O(⇤2) [29]. We find Q̇(t) = Q̇(1)(t) + Q̇(2)(t), where
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2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =

⇥ �
0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1

2
WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
the reservoir and HS(t) = HD(t) + 1

2HT defining the
driven system. We then evaluate the rate of change of
the internal energy ˙⌥HE� = ˙⌥HC� � 1

2

�
k [⇧k � ⇧d(t)] ṅk,

with nk = ⌥c†kck�, which leads us to interpret the quantity
�⌥HT � = �

�
k [⇧k � ⇧d(t)] �nk as the chemical work due

to particle flow through the contact. Hence, in accor-
dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =

�
k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:
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2
 t ⇥Gr

f (t, ⇧) + . . . (10)

Gr
f (t, ⇧) = [⇧ � ⇧d(t) + i�/2]�1 is the frozen Green func-

tion describing the regime in which the electron instanta-
neously adjusts its potential to the ac field. Considering
the expansion of G up to O(⇤) yield heat fluxes exact up
to O(⇤2) [29]. We find Q̇(t) = Q̇(1)(t) + Q̇(2)(t), where
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Taking quantum-mechanical averages and using the definition G<
k (t, t⇤) = i⇧c†k(t⇤)d(t)⌃, the variation in time of the

energy stored in the reservoir can be written as follows:

WC = �2

~
⌃

k

⌃kRe{wkG<
k (t, t)}. (S.7)

From Dyson equation and Langreth rules (see Refs. [1, 2]), the above expression can be expressed as follows:

WC = �2

~
⌃

k

Re{|wk|2 ⌃k
⌥

dt1[Gr(t, t1)g
<
k (t1, t) + G<(t, t1)g

a
k(t1, t)]}, (S.8)

being

Gr(t, t1) = �i⌅(t� t1)⇧{d(t), d†(t1)}⌃,
G<(t, t1) = i⇧d†(t1)d(t)⌃, (S.9)

and

g<k (t1, t) = i

⌥
d⌃

2⇧
f(⌃)�k(⌃)e

�i⇥(t1�t)/~,

gak(t1, t) =

⌥
d⌃

2⇧

⌥
d⌃⇤

2⇧

�k(⌃⇤)

⌃� ⌃⇤ � i0+
e�i⇥(t1�t)/~,

�k(⌃) = 2⇧⇥(⌃� ⌃k). (S.10)

Substituting in Eq. (S.8):

WC = �2

~Re{
⌥

dt1

⌥
d⌃

2⇧
e�i⇥(t1�t)/~

⇤
iGr(t, t1)�f(⌃)⌃+

⌥
d⌃⇤

2⇧
G<(t, t1)�

⌃⇤

⌃� ⌃⇤ � i⇤

⌅
}, (S.11)

where � =
⇧

k |wk|2�k(⌃) is the hybridization width due to coupling to the reservoir, and f(⌃) = 1/[1+e(⇥�µ)/kBT ] the
Fermi- Dirac distribution. We also assume a reservoir with a wide-band density of states, such that � is approximately
independent of ⌃.

Introducing the Fourier representation for the Green function

G(t, t1) =
⌥

d⌃

2⇧
e�i⇥(t�t1)/~G(t, ⌃), (S.12)

we obtain Eq. (3) of the main text

WC = �2Re{
⌥

d⌃

h
�
�
iGr(t, ⌃)f(⌃)⌃+ G<(t, ⌃)⇥⇥(⌃)

⇥
}, (3)

where

⇥(⌃) =

⌥
d⌃⇤

2⇧

⌃⇤

⌃� ⌃⇤ � i0+
. (S.13)

We now consider the Keldysh equation for the lesser Green function:

G<(t, ⌃) =

⌥
dt1

⌥
dt2

⌥
dt3Gr(t, t2)⇤

<(t2 � t3)Ga(t3, t1)e
i⇥(t�t1)/~, (S.14)

with ⇤<(⌃) = if(⌃)�, and taking into account the fact that the forcing is periodic in time we introduce the following
Floquet-Fourier representation for the Green function [3]:

Gr(t, ⌃) =
⌃

n

e�in�tG(n, ⌃), (S.15)

⌅ being the fundamental driving frequency. Substituting Eqs. (S.14) and (S.15) in Eq. (3) we obtain:

WC(t) = �2Re{
⌃

l

e�il�t

⌥
d⌃

h
�
�
iGr(l, ⌃)f(⌃)⌃

+i�
⌃

n

Gr(l + n, ⌃� n~⌅)Gr⇥(n, ⌃� n~⌅)f(⌃� n~⌅)⇥(⌃)
 
}. (S.16)
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Thus, after working with the above expression we finally find

WC(t) = �
�

l

e�il�t

�
d�

h
{iGr⇥(�l, �)�[(�� l~⇥)f(�� l~⇥)� �f(�)]�

�

n

[(�+
l~⇥
2

)f(�� n~⇥)� �f(�)]Gr(l + n, �� n~⇥)�2Gr⇥(n, �� n~⇥)}. (S.17)

Following a similar procedure, we can compute the other fluxes entering Eq. (2). The energy current flowing through
the contact between the reservoir and the impurity reads

WT (t) =
�

k

 
wk

d
⇧
d†(t)ck(t)

⌃

dt
+ h.c

⌦
= 2

�

k

Im

⌥
wk

dG<
k (t, t)

dt

�

=

�
d�

h
⇥f(�)�

�

l

l

 
2Im{e�il�tGr(l, �)}+

�

n

�Re{e�il�tGr(l + n, �)Gr⇥(n, �)}
⌦
. (S.18)

It is easy to prove that the last term
↵

l,n lRe{e�il�tGr(l + n, �)Gr⇥(n, �)} vanishes,

�

l>0

�

n

�
lRe{e�il�tGr(l + n, �)Gr⇥(n, �)}� lRe{eil�tGr(�l + n, �)Gr⇥(n, �)}

⇥
=

�

l>0

�

n

l
�
Re{e�il�tGr(l + n, �)Gr⇥(n, �)}� Re{eil�tGr⇥(l + n, �)Gr(n, �)}

⇥
= 0.

As a consequence, the variation of the energy stored in the contact is

WT (t) =

�
d�

h
⇥f(�)

�

l

l 2Im{e�il�tGr(l, �)�}. (S.19)

Combining this expression with Eq. (S.15), we find

WT (t) = 2Re{
�

d�

h
⇧tGr(t, �)�f(�)}. (5)

Finally, for the energy flux entering the impurity we find

WD =
i

~ ⌃[H,HD]⌥ = �d(t)
dnd(t)

dt
, (S.20)

where nd(t) = ⌃d†(t)d(t)⌥ is the number of particles present in the resonant level, which is related to the charge current
measured in the reservoir IC due to the conservation of the charge

e
dnd(t)

dt
= �IC(t). (S.21)

Thus,

WD = ��d(t)IC(t)/e. (4)

We apply the same procedure as before to obtain an expression for the charge current flowing through the contact
between the reservoir and the system, defined as

IC(t) =
ie

~ ⌃[H,
�

k

c†kck]⌥ = �2e

~ Re{wkGk
<(t, t)}

=
e

h
Im{

�
d��

⇤
2Gr(t, �)f(�) + G<(t, �)

⌅
}. (S.22)
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Combining this expression with Eq. (S.15), we find
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where nd(t) = ⌃d†(t)d(t)⌥ is the number of particles present in the resonant level, which is related to the charge current
measured in the reservoir IC due to the conservation of the charge
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Thus,
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Combining this expression with Eq. (S.15), we find
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Finally, for the energy flux entering the impurity we find
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where nd(t) = ⌃d†(t)d(t)⌥ is the number of particles present in the resonant level, which is related to the charge current
measured in the reservoir IC due to the conservation of the charge

e
dnd(t)

dt
= �IC(t). (S.21)

Thus,

WD = ��d(t)IC(t)/e. (4)
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Taking quantum-mechanical averages and using the definition G<
k (t, t⇤) = i⇧c†k(t⇤)d(t)⌃, the variation in time of the

energy stored in the reservoir can be written as follows:
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From Dyson equation and Langreth rules (see Refs. [1, 2]), the above expression can be expressed as follows:
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being
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G<(t, t1) = i⇧d†(t1)d(t)⌃, (S.9)

and

g<k (t1, t) = i

⌥
d⌃

2⇧
f(⌃)�k(⌃)e

�i⇥(t1�t)/~,

gak(t1, t) =

⌥
d⌃

2⇧

⌥
d⌃⇤

2⇧

�k(⌃⇤)

⌃� ⌃⇤ � i0+
e�i⇥(t1�t)/~,

�k(⌃) = 2⇧⇥(⌃� ⌃k). (S.10)
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where � =
⇧

k |wk|2�k(⌃) is the hybridization width due to coupling to the reservoir, and f(⌃) = 1/[1+e(⇥�µ)/kBT ] the
Fermi- Dirac distribution. We also assume a reservoir with a wide-band density of states, such that � is approximately
independent of ⌃.

Introducing the Fourier representation for the Green function
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we obtain Eq. (3) of the main text
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We now consider the Keldysh equation for the lesser Green function:

G<(t, ⌃) =

⌥
dt1

⌥
dt2

⌥
dt3Gr(t, t2)⇤

<(t2 � t3)Ga(t3, t1)e
i⇥(t�t1)/~, (S.14)

with ⇤<(⌃) = if(⌃)�, and taking into account the fact that the forcing is periodic in time we introduce the following
Floquet-Fourier representation for the Green function [3]:
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⌅ being the fundamental driving frequency. Substituting Eqs. (S.14) and (S.15) in Eq. (3) we obtain:
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤

⇥
d⇧ e�i⇥t/~[e+ikxâ(⇧) + e�ikxb̂(⇧)] at

the cross section x-position through which the flux is
measured. Then, the energy flux is expressed as

WE(t) =
⇤

n,q

e�in�t

⌅
d⇧

⇧q + ⇧n+q

2h
SF⇥(⇧q, ⇧)S

F (⇧n+q, ⇧)

⇥ [f(⇧q)� f(⇧)] , (7)

where the Floquet scattering matrix relates the lead
outgoing flux operators b̂ to the incoming ones â via
b̂(⇧) =

�
n S

F (⇧, ⇧n)â(⇧n) and ⇧n = ⇧+ n~⇤.
Remarkably, if we now insert the generalized Fisher-

Lee relation [30, 33] SF (⇧m, ⇧n) = �m,n� i�G(m�n, ⇧n)
into Eq. (7) we find [29]

WE(t) = WC(t) +
1

2
WT (t) . (8)

This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =

⇥ �
0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1

2
WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
the reservoir and HS(t) = HD(t) + 1

2HT defining the
driven system. We then evaluate the rate of change of
the internal energy ˙⌥HE� = ˙⌥HC� � 1

2

�
k [⇧k � ⇧d(t)] ṅk,

with nk = ⌥c†kck�, which leads us to interpret the quantity
�⌥HT � = �

�
k [⇧k � ⇧d(t)] �nk as the chemical work due

to particle flow through the contact. Hence, in accor-
dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =

�
k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:

Gr(t, ⇧) = Gr
f (t, ⇧) +

i~
2
 t ⇥Gr

f (t, ⇧) + . . . (10)

Gr
f (t, ⇧) = [⇧ � ⇧d(t) + i�/2]�1 is the frozen Green func-

tion describing the regime in which the electron instanta-
neously adjusts its potential to the ac field. Considering
the expansion of G up to O(⇤) yield heat fluxes exact up
to O(⇤2) [29]. We find Q̇(t) = Q̇(1)(t) + Q̇(2)(t), where
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤
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voir predicted by scattering theory and the Green func-
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fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
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frameworks is exact, i.e., WE = WC with the notation
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us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
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A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
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cally, Eq. (7) suggests that the appropriate definition is
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while Eq. (2) implies the heat flow definition ˙̃Q =
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order to argue that Eq. (9) is the most meaningful defi-
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voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
the reservoir and HS(t) = HD(t) + 1

2HT defining the
driven system. We then evaluate the rate of change of
the internal energy ˙⌥HE� = ˙⌥HC� � 1

2

�
k [⇧k � ⇧d(t)] ṅk,
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term accounting for the explicit time dependence of U .
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This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
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frameworks is exact, i.e., WE = WC with the notation
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What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
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and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in
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description within the frameworks of the Green function
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cally, Eq. (7) suggests that the appropriate definition is
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We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
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to particle flow through the contact. Hence, in accor-
dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =

�
k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:

Gr(t, ⇧) = Gr
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Gr
f (t, ⇧) = [⇧ � ⇧d(t) + i�/2]�1 is the frozen Green func-

tion describing the regime in which the electron instanta-
neously adjusts its potential to the ac field. Considering
the expansion of G up to O(⇤) yield heat fluxes exact up
to O(⇤2) [29]. We find Q̇(t) = Q̇(1)(t) + Q̇(2)(t), where
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤
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d⇧ e�i⇥t/~[e+ikxâ(⇧) + e�ikxb̂(⇧)] at
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measured. Then, the energy flux is expressed as
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where the Floquet scattering matrix relates the lead
outgoing flux operators b̂ to the incoming ones â via
b̂(⇧) =
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F (⇧, ⇧n)â(⇧n) and ⇧n = ⇧+ n~⇤.
Remarkably, if we now insert the generalized Fisher-

Lee relation [30, 33] SF (⇧m, ⇧n) = �m,n� i�G(m�n, ⇧n)
into Eq. (7) we find [29]

WE(t) = WC(t) +
1

2
WT (t) . (8)

This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =

⇥ �
0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
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2
WT (t)�µIC(t)/e,
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while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1
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as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤

⇥
d⇧ e�i⇥t/~[e+ikxâ(⇧) + e�ikxb̂(⇧)] at

the cross section x-position through which the flux is
measured. Then, the energy flux is expressed as

WE(t) =
⇤

n,q

e�in�t

⌅
d⇧

⇧q + ⇧n+q

2h
SF⇥(⇧q, ⇧)S

F (⇧n+q, ⇧)

⇥ [f(⇧q)� f(⇧)] , (7)
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outgoing flux operators b̂ to the incoming ones â via
b̂(⇧) =
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Remarkably, if we now insert the generalized Fisher-
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into Eq. (7) we find [29]

WE(t) = WC(t) +
1

2
WT (t) . (8)

This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =
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0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1

2
WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1
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the reservoir and HS(t) = HD(t) + 1

2HT defining the
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with nk = ⌥c†kck�, which leads us to interpret the quantity
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to particle flow through the contact. Hence, in accor-
dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =
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k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤

⇥
d⇧ e�i⇥t/~[e+ikxâ(⇧) + e�ikxb̂(⇧)] at

the cross section x-position through which the flux is
measured. Then, the energy flux is expressed as
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where the Floquet scattering matrix relates the lead
outgoing flux operators b̂ to the incoming ones â via
b̂(⇧) =
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F (⇧, ⇧n)â(⇧n) and ⇧n = ⇧+ n~⇤.
Remarkably, if we now insert the generalized Fisher-

Lee relation [30, 33] SF (⇧m, ⇧n) = �m,n� i�G(m�n, ⇧n)
into Eq. (7) we find [29]

WE(t) = WC(t) +
1

2
WT (t) . (8)

This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =

⇥ �
0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1

2
WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
the reservoir and HS(t) = HD(t) + 1

2HT defining the
driven system. We then evaluate the rate of change of
the internal energy ˙⌥HE� = ˙⌥HC� � 1

2
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with nk = ⌥c†kck�, which leads us to interpret the quantity
�⌥HT � = �

�
k [⇧k � ⇧d(t)] �nk as the chemical work due

to particle flow through the contact. Hence, in accor-
dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =

�
k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:

Gr(t, ⇧) = Gr
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f (t, ⇧) + . . . (10)

Gr
f (t, ⇧) = [⇧ � ⇧d(t) + i�/2]�1 is the frozen Green func-

tion describing the regime in which the electron instanta-
neously adjusts its potential to the ac field. Considering
the expansion of G up to O(⇤) yield heat fluxes exact up
to O(⇤2) [29]. We find Q̇(t) = Q̇(1)(t) + Q̇(2)(t), where
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤
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measured. Then, the energy flux is expressed as
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where the Floquet scattering matrix relates the lead
outgoing flux operators b̂ to the incoming ones â via
b̂(⇧) =
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F (⇧, ⇧n)â(⇧n) and ⇧n = ⇧+ n~⇤.
Remarkably, if we now insert the generalized Fisher-

Lee relation [30, 33] SF (⇧m, ⇧n) = �m,n� i�G(m�n, ⇧n)
into Eq. (7) we find [29]

WE(t) = WC(t) +
1

2
WT (t) . (8)

This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =
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0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1
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WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
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2HT defining the
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dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =
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as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the
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We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤

⇥
d⇧ e�i⇥t/~[e+ikxâ(⇧) + e�ikxb̂(⇧)] at

the cross section x-position through which the flux is
measured. Then, the energy flux is expressed as
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where the Floquet scattering matrix relates the lead
outgoing flux operators b̂ to the incoming ones â via
b̂(⇧) =
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F (⇧, ⇧n)â(⇧n) and ⇧n = ⇧+ n~⇤.
Remarkably, if we now insert the generalized Fisher-

Lee relation [30, 33] SF (⇧m, ⇧n) = �m,n� i�G(m�n, ⇧n)
into Eq. (7) we find [29]

WE(t) = WC(t) +
1

2
WT (t) . (8)

This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =

⇥ �
0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1

2
WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
the reservoir and HS(t) = HD(t) + 1

2HT defining the
driven system. We then evaluate the rate of change of
the internal energy ˙⌥HE� = ˙⌥HC� � 1

2

�
k [⇧k � ⇧d(t)] ṅk,

with nk = ⌥c†kck�, which leads us to interpret the quantity
�⌥HT � = �

�
k [⇧k � ⇧d(t)] �nk as the chemical work due

to particle flow through the contact. Hence, in accor-
dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =

�
k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:
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tion describing the regime in which the electron instanta-
neously adjusts its potential to the ac field. Considering
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the first and second order terms in ⇥ are, respectively,

˙Q(1)
(t) =

⇤
d⌅

h
(µ� ⌅)

�f

�⌅
⇤f (t, ⌅)

d⌅d
dt

, (11)

˙Q(2)
(t) = �1

2

⇤
d⌅
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�f

�⌅
{(µ� ⌅)

d

dt

�
[⇤f (t, ⌅)]2

d⌅d
dt

⇥

+

�
⇤f (t, ⌅)

d⌅d
dt

⇥2
}. (12)

Here ⇤f (t, ⌅) = �2Im[Gr
f (t, ⌅)] = |Gr

f (t, ⌅)|2� =

�i��SfS�
f is the local density of states and Sf (t, ⌅) the

frozen scattering matrix, i.e, the stationary scattering

matrix with time-dependent parameters.

Both the first-order term
˙Q(1)

(t) and the first term

of
˙Q(2)

(t) vanish at T = 0 since ���f = �(⌅ � µ). The

component
˙Q(2)

(t), which is second order in ⇥, represents

the leading-order to the dissipated power in the reservoir.

At T = 0, Eq. (12) reduces to
˙Q(2)

(t) = [⇤f (t, µ)d�ddt ]
2/2.

Evaluating the charge current up to the first order in ⇥,

we find, I(1)C (t) = �(e/h)⇤f (t, µ)d�ddt , which implies

˙Q(2)
(t) = Rq[I

(1)
C (t)]2, (13)

with Rq = h/2e2 the relaxation resistance quantum [10,

11]. Since Rq is a manifestly positive quantity at all

times, the heat flux given by Eq. (9) represents the heat

dissipated into the cold reservoir when the system is cou-

pled to the ac driving force. Therefore, Eq. (9) agrees

with the second law of thermodynamics.

We reinforce our conclusion by comparing with the

heat rate of change given by
˙
˜Q. Thus, we evaluate WT

up to second order in ⇥:

W (1)
T (t) = 2

⇤
d⌅

h

�f

�⌅

�
⇤f (t, ⌅) (⌅� ⌅d(t))

d⌅d
dt

⇥
,

W (2)
T (t) = �

⇤
d⌅

h

�f

�⌅

d

dt

�
[⇤f (t, ⌅)]2 (⌅� ⌅d(t))

d⌅d
dt

⇥
.

(14)

Within the weak driving regime,
˙
˜Q(t) = ˙Q(t)�[W (1)

T (t)+

W (2)
T (t)]/2, which at T = 0 contains contributions ⇥ ⇥

and ⇥ ⇥
2
. Defining the resistance

˜R(t) from the relation

˙
˜Q(t) = [I(1)C (t)]2 ˜R(t), we find that

˜R(t) is non-universal

and depends on time. In fact, it is not even positive def-

inite and then
˙
˜Q(t) cannot be interpreted as a dissipated

heat. We illustrate in Fig. 2 the behavior of the two ex-

pressions of the heat flux for di⇤erent amplitudes of the

driving potential Vac for a reservoir at T = 0 and small

driving frequencies. The inset shows that, as a function

of time,
˙Q(t) is always positive whereas

˙
˜Q(t) may attain

negative values. The main panel shows
˙Q(t) and

˙
˜Q(t)

as a function of IC(t)2 within the slow driving regime.

In the first case, we observe a linear function with the

universal slope Rq. In contrast, in the second case we

observe a non-universal behavior, including negative val-

ues of
˜R(t). The two definitions of heat, however, lead to

the same result when averaged in time,
˙Q =

˙
˜Q = P and,

therefore, only a pure dynamical measurement would be

able to distinguish both.

FIG. 2: (Color online). Heat fluxes Q̇(t) (stars and triangles)

and ˙̃Q(t) (solid and open circles) as a function of the charge
current IC(t)

2 within the slow driving regime for two di⇤er-
ent amplitudes Vac = 10, 12, respectively. Clearly, only the
heat Q̇(t) satisfies Q̇(t)/IC(t)

2 = R with R a constant inde-
pendent of time. Parameters: µ = 0, ⇥0 = �1.2, T = 0 and
~⇥ = 10�3. Energies are expressed in units of �. Inset: Q̇(t)

(dashed lines with a vertical o⇤set) and ˙̃Q(t) (solid lines) as
a function of time.

In conclusion, we have discussed the dynamical heat

generation in a resonant level system due to coupling to

an external time-dependent potential and highlighted the

important role played by the energy associated with the

coupling region. The latter is unique to dynamical en-

ergy transport. By recourse to an adiabatic expansion

valid for the slow-driving regime, we have found that an

appropriate expression of the dynamical heat flux that

agrees with the fundamental principles of thermodynam-

ics requires to take into account the work associated to

particles flowing through the tunneling region. Impor-

tantly, the time-dependent flux is instantaneously given

by a Joule law with universal resistance. Our results

are relevant for recent developments in the energetics of

atomic systems and nanostructures.
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dissipated into the cold reservoir when the system is cou-
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˜R(t) is non-universal

and depends on time. In fact, it is not even positive def-
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˜R(t). The two definitions of heat, however, lead to
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˜Q = P and,
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where WE = (~/4mi)[⇥⇥H ⇥ �  ⇥⇥H⇥ + h.c.] is the
symmetrized energy flux and SE = ⇥⇥ tU⇥ is the source
term accounting for the explicit time dependence of U .
As is customary (see, e.g., Ref. [32]), we introduce the
field operator ⇥̂ ⇤

⇥
d⇧ e�i⇥t/~[e+ikxâ(⇧) + e�ikxb̂(⇧)] at

the cross section x-position through which the flux is
measured. Then, the energy flux is expressed as

WE(t) =
⇤

n,q

e�in�t

⌅
d⇧

⇧q + ⇧n+q

2h
SF⇥(⇧q, ⇧)S

F (⇧n+q, ⇧)

⇥ [f(⇧q)� f(⇧)] , (7)

where the Floquet scattering matrix relates the lead
outgoing flux operators b̂ to the incoming ones â via
b̂(⇧) =

�
n S

F (⇧, ⇧n)â(⇧n) and ⇧n = ⇧+ n~⇤.
Remarkably, if we now insert the generalized Fisher-

Lee relation [30, 33] SF (⇧m, ⇧n) = �m,n� i�G(m�n, ⇧n)
into Eq. (7) we find [29]

WE(t) = WC(t) +
1

2
WT (t) . (8)

This relation states that in the presence of time-
dependent fields the energy fluxes entering the reser-
voir predicted by scattering theory and the Green func-
tion tunneling Hamiltonian approach surprisingly dif-
fer by a term 1

2WT . Note that this departure occurs
for dynamical energy transport only. In the case of
time-dependent particle currents or time-averaged energy
fluxes the correspondence between the two theoretical
frameworks is exact, i.e., WE = WC with the notation
(. . .) =

⇥ �
0 (. . .)dt/⌅ , being ⌅ = 2⇤/⇤.

What is the origin of the discrepancy in Eq. (8)? Let
us turn back to Fig. 1 and examine the role of the contact
region. While the scattering approach considers propa-
gating electrons with potential energy described by the
single function U , the resonant level model considers par-
titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
and scattering matrix formalisms. However, there is an
ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1

2
WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
the reservoir and HS(t) = HD(t) + 1

2HT defining the
driven system. We then evaluate the rate of change of
the internal energy ˙⌥HE� = ˙⌥HC� � 1

2

�
k [⇧k � ⇧d(t)] ṅk,

with nk = ⌥c†kck�, which leads us to interpret the quantity
�⌥HT � = �

�
k [⇧k � ⇧d(t)] �nk as the chemical work due

to particle flow through the contact. Hence, in accor-
dance to the first principle of thermodynamics, an ap-
propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =

�
k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:

Gr(t, ⇧) = Gr
f (t, ⇧) +

i~
2
 t ⇥Gr

f (t, ⇧) + . . . (10)

Gr
f (t, ⇧) = [⇧ � ⇧d(t) + i�/2]�1 is the frozen Green func-

tion describing the regime in which the electron instanta-
neously adjusts its potential to the ac field. Considering
the expansion of G up to O(⇤) yield heat fluxes exact up
to O(⇤2) [29]. We find Q̇(t) = Q̇(1)(t) + Q̇(2)(t), where

3
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titions of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [34]. Clearly, the mix-
ing Hamiltonian HT contains creation and destruction
operators associated to degrees of freedom of electrons
within the continuum as well as within the localized state.
When separating the full setup into a reservoir and the
driven localized part, it is then natural to split HT sym-
metrically, contributing equally to these two pieces. The
point we would like to make here is that Eq. (8) shows
that one should carefully examine how heat fluxes are
measured in a given setup before attempting a detailed
comparison with theory.

A concomitant question is which portion of the energy
flux can be identified as heat. In stationary systems,
where the heat transport is accompanied by the parti-
cle transport, the heat flux between the localized system
and the reservoir is defined from the change in the en-
ergy stored in the reservoir subtracting the convective
term originated by the particle flow [35]. Such definition
was also adopted for the dc component of the heat flux in

time-dependent driven systems [19], obtaining the same
description within the frameworks of the Green function
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ambiguity in defining heat in the time domain. Specifi-
cally, Eq. (7) suggests that the appropriate definition is

Q̇(t) = WE(t)�µIC(t)/e = WC(t)+
1

2
WT (t)�µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q =
WC(t)� µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful defi-
nition of heat flux in the time-domain. Since the reser-
voir is a macroscopic system, a suitable interpretation of
the di⌅erent portions of its internal energy under slow
variations of the driven localized part, would lead to the
definition of heat. We proceed along the lines of a text-
book analysis [36], identifying as the reservoir the terms
of the Hamiltonian H containing operators c†k, ck and as
the driven system those depending on d†, d. The tunnel-
ing partHT contains both, hence, it is natural to consider
the symmetric splitting HE = HC + 1

2HT describing the
the reservoir and HS(t) = HD(t) + 1

2HT defining the
driven system. We then evaluate the rate of change of
the internal energy ˙⌥HE� = ˙⌥HC� � 1

2

�
k [⇧k � ⇧d(t)] ṅk,

with nk = ⌥c†kck�, which leads us to interpret the quantity
�⌥HT � = �

�
k [⇧k � ⇧d(t)] �nk as the chemical work due

to particle flow through the contact. Hence, in accor-
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propriate definition for the heat exchange in the reser-
voir induced by slow variations of the driven system is
�Q = �⌥HC� + �⌥HT �/2 � µ�NC , with NC =

�
k nk,

as suggested by Eq. (9). In what follows we also show
that this expression is also in agreement with the second
law of thermodynamics, while this is not the case of the

alternative definition ˙̃Q.

We focus on the slow driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact
analysis can be performed by means of an expansion in
powers of ⇤ for the Green functions (or equivalently of
the scattering matrix) [37]:

Gr(t, ⇧) = Gr
f (t, ⇧) +

i~
2
 t ⇥Gr

f (t, ⇧) + . . . (10)

Gr
f (t, ⇧) = [⇧ � ⇧d(t) + i�/2]�1 is the frozen Green func-

tion describing the regime in which the electron instanta-
neously adjusts its potential to the ac field. Considering
the expansion of G up to O(⇤) yield heat fluxes exact up
to O(⇤2) [29]. We find Q̇(t) = Q̇(1)(t) + Q̇(2)(t), where
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dt
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Here ⇤f (t, ⌅) = �2Im[Gr
f (t, ⌅)] = |Gr

f (t, ⌅)|2� =

�i��SfS�
f is the local density of states and Sf (t, ⌅) the

frozen scattering matrix, i.e, the stationary scattering

matrix with time-dependent parameters.

Both the first-order term
˙Q(1)

(t) and the first term

of
˙Q(2)

(t) vanish at T = 0 since ���f = �(⌅ � µ). The

component
˙Q(2)

(t), which is second order in ⇥, represents

the leading-order to the dissipated power in the reservoir.

At T = 0, Eq. (12) reduces to
˙Q(2)

(t) = [⇤f (t, µ)d�ddt ]
2/2.

Evaluating the charge current up to the first order in ⇥,

we find, I(1)C (t) = �(e/h)⇤f (t, µ)d�ddt , which implies

˙Q(2)
(t) = Rq[I

(1)
C (t)]2, (13)

with Rq = h/2e2 the relaxation resistance quantum [10,

11]. Since Rq is a manifestly positive quantity at all

times, the heat flux given by Eq. (9) represents the heat

dissipated into the cold reservoir when the system is cou-

pled to the ac driving force. Therefore, Eq. (9) agrees

with the second law of thermodynamics.

We reinforce our conclusion by comparing with the

heat rate of change given by
˙
˜Q. Thus, we evaluate WT

up to second order in ⇥:

W (1)
T (t) = 2

⇤
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h

�f
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⇤f (t, ⌅) (⌅� ⌅d(t))

d⌅d
dt
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�f
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d

dt

�
[⇤f (t, ⌅)]2 (⌅� ⌅d(t))

d⌅d
dt

⇥
.
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Within the weak driving regime,
˙
˜Q(t) = ˙Q(t)�[W (1)

T (t)+

W (2)
T (t)]/2, which at T = 0 contains contributions ⇥ ⇥

and ⇥ ⇥
2
. Defining the resistance

˜R(t) from the relation

˙
˜Q(t) = [I(1)C (t)]2 ˜R(t), we find that

˜R(t) is non-universal

and depends on time. In fact, it is not even positive def-

inite and then
˙
˜Q(t) cannot be interpreted as a dissipated

heat. We illustrate in Fig. 2 the behavior of the two ex-

pressions of the heat flux for di⇤erent amplitudes of the

driving potential Vac for a reservoir at T = 0 and small

driving frequencies. The inset shows that, as a function

of time,
˙Q(t) is always positive whereas

˙
˜Q(t) may attain

negative values. The main panel shows
˙Q(t) and

˙
˜Q(t)

as a function of IC(t)2 within the slow driving regime.

In the first case, we observe a linear function with the

universal slope Rq. In contrast, in the second case we

observe a non-universal behavior, including negative val-

ues of
˜R(t). The two definitions of heat, however, lead to

the same result when averaged in time,
˙Q =

˙
˜Q = P and,

therefore, only a pure dynamical measurement would be

able to distinguish both.

FIG. 2: (Color online). Heat fluxes Q̇(t) (stars and triangles)

and ˙̃Q(t) (solid and open circles) as a function of the charge
current IC(t)

2 within the slow driving regime for two di⇤er-
ent amplitudes Vac = 10, 12, respectively. Clearly, only the
heat Q̇(t) satisfies Q̇(t)/IC(t)

2 = R with R a constant inde-
pendent of time. Parameters: µ = 0, ⇥0 = �1.2, T = 0 and
~⇥ = 10�3. Energies are expressed in units of �. Inset: Q̇(t)

(dashed lines with a vertical o⇤set) and ˙̃Q(t) (solid lines) as
a function of time.

In conclusion, we have discussed the dynamical heat

generation in a resonant level system due to coupling to

an external time-dependent potential and highlighted the

important role played by the energy associated with the

coupling region. The latter is unique to dynamical en-

ergy transport. By recourse to an adiabatic expansion

valid for the slow-driving regime, we have found that an

appropriate expression of the dynamical heat flux that

agrees with the fundamental principles of thermodynam-

ics requires to take into account the work associated to

particles flowing through the tunneling region. Impor-

tantly, the time-dependent flux is instantaneously given

by a Joule law with universal resistance. Our results

are relevant for recent developments in the energetics of

atomic systems and nanostructures.
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However                 because˙̃Q = Q̇ WT = 0

T=0          Heat must flow into the reservoir



SUMMARY (1)
1. The following definition of the time-dependent 

heat current flowing into the reservoir:

RAPID COMMUNICATIONS

DYNAMICAL ENERGY TRANSFER IN AC-DRIVEN . . . PHYSICAL REVIEW B 89, 161306(R) (2014)

find [29]

WE(t) = WC(t) + 1
2WT (t). (8)

Noticeably, this relation states that in the presence of time-
dependent fields the energy fluxes entering the reservoir
predicted by scattering theory and the Green’s function
tunneling Hamiltonian approach differ by a term 1

2WT . Note
that this departure occurs for dynamical energy transport
only. In the case of time-dependent particle currents or
time-averaged energy fluxes the correspondence between the
two theoretical frameworks is exact, i.e., WE = WC with the
notation (· · · ) =

∫ τ

0 (· · · )dt/τ , being τ = 2π/#. Our results
are consistent with discrete models also suggesting that the
1
2WT term should be included in the definition of an energy
current [34].

What is the origin for the apparent discrepancy in Eq. (8)?
Let us turn back to Fig. 1 and examine the role of the
contact region. The scattering approach is formulated as
a continuum model that considers electrons propagating in
a potential landscape U including the reservoirs and the
impurity. Alternatively, the resonant level model considers a
partition of the energy contributions as in Eq. (1), similarly
to Bardeen’s picture of tunneling [35]. In addition to both the
continuum of states that form the reservoir and the discretized
level that constitutes the impurity, this model includes a mixing
Hamiltonian HT which contains creation and annihilation
operators associated with electronic degrees of freedom not
only in the continuum but also in the localized state. We
here emphasize that this part of the system temporarily stores
energy which has to be taken into account in order to compare
the energy balance with that of a fully continuous model.
Equation (8) indicates that a meaningful comparison between
both models implies a symmetric splitting of HT , contributing
equally to the reservoir and the driven system. Below we
provide arguments showing that such splitting is not only
natural from the mathematical point of view but also leads to
a meaningful definition of heat in the time domain, consistent
with the basic laws of thermodynamics.

A concomitant question is which portion of the energy flux
can be identified as heat. In stationary systems, where the heat
transport is accompanied by the particle transport, the heat flux
between the localized system and the reservoir is defined from
the change in the energy stored in the reservoir subtracting
the convective term originated by the particle flow [36]. Such
a definition was also adopted for the dc component of the
heat flux in time-dependent driven systems [19], obtaining
the same description within the frameworks of the Green’s
function and scattering-matrix formalisms. However, there
is an ambiguity in defining heat in the time domain.
This is originated from the fact that WT (t) in the discrete model
is nonvanishing in general, although WT = 0. In the scattering
approach, such ambiguity is not present because there exists no
term as HT . Specifically, Eq. (7) suggests that the appropriate
definition is

Q̇(t) = WE(t) − µIC(t)/e = WC(t) + 1
2WT (t) − µIC(t)/e,

(9)

while Eq. (2) implies the heat flow definition ˙̃Q = WC(t) −
µIC(t)/e.

We resort to the basic principles of thermodynamics in
order to argue that Eq. (9) is the most meaningful definition
of heat flux in the time domain. Since the reservoir is a
macroscopic system, a suitable interpretation of the different
portions of its internal energy under slow variations of the
driven localized part would lead to the definition of heat. We
proceed as in Ref. [37], identifying as the reservoir the terms
of the Hamiltonian H containing operators c

†
k,ck and as the

driven system those depending on d†,d. The tunneling partHT

contains both, hence, it is natural to consider the symmetric
splitting HE = HC + 1

2HT describing the the reservoir and
HS(t) = HD(t) + 1

2HT defining the driven system. We then
evaluate the rate of change of the internal energy ˙⟨HE⟩ =

˙⟨HC⟩ − 1
2

∑
k[εk − εd (t)]ṅk , with nk = ⟨c†kck⟩, which leads

us to interpret the quantity δ⟨HT ⟩ = −
∑

k[εk − εd (t)]δnk as
the chemical work due to particle flow through the contact.
Hence, in accordance to the first principle of thermodynam-
ics, an appropriate definition for the heat exchange in the
reservoir induced by slow variations of the driven system
is δQ = δ⟨HC⟩ + δ⟨HT ⟩/2 − µδNC , with NC =

∑
k nk , as

suggested by Eq. (9). In what follows we also show that
this expression is also in agreement with the second law of
thermodynamics, while this is not the case of the alternative
definition ˙̃Q.

We focus on the slow-driving regime and consider, for
simplicity, zero temperature (T = 0). Then, an exact analysis
can be performed by means of an expansion in powers of # for
the Green’s functions (or equivalently of the scattering matrix)
[38]:

Gr (t,ε) = Gr
0(t,ε) + i!

2
∂t∂εGr

0(t,ε) + · · · . (10)

Gr
0(t,ε) = [ε − εd (t) + i'/2]−1 is the frozen Green’s function

describing the regime in which the electron instantaneously
adjusts its potential to the ac field. Considering the expansion
of G up to O(#) yield exact heat fluxes for noninteract-
ing electrons up to O(#2) [29]. We find Q̇(t) = Q̇(1)(t) +
Q̇(2)(t), where the first- and second-order terms in # are,
respectively,
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∗
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the local density of states and S0(t,ε) the frozen scattering ma-
trix, i.e., the stationary scattering matrix with time-dependent
parameters.

Both the first-order term Q̇(1)(t) and the first term of
Q̇(2)(t) vanish at T = 0 since −∂εf = δ(ε − µ). The com-
ponent Q̇(2)(t), which is second order in #, represents
the leading order to the dissipated power in the reservoir.
At T = 0, Eq. (12) reduces to Q̇(2)(t) = [ρ0(t,µ) dεd
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find [29]

WE(t) = WC(t) + 1
2WT (t). (8)
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Nonequilibrium thermodynamics of open quantum sys-
tems is a powerful tool for the study of mesoscopic and
nanoscale systems. It allows one to reliably assess the
performance of energy-converting devices such as thermo-
electrics or photoelectrics, by identifying the system
entropy production. It enables one to meaningfully com-
pare these different devices by discriminating the system-
specific features from the universal ones and to appraise the
role of quantum effects. It can also be used to verify the
thermodynamic consistency of approximation schemes.
Such a theory is nowadays available for systems weakly
interacting with their surrounding [1–6], where it has
proven very useful [7–15]. However, in case of strong
system-reservoir interactions, finding definitions for heat,
work, entropy, and entropy production, which satisfy the
basic laws of thermodynamics is an open problem. Each
proposal has its own limitations [16–23], even at equilib-
rium [24–30]. Reversible transformations, for instance, are
never explicitly characterized. Establishing a consistent
nonequilibrium thermodynamics for open quantum sys-
tems strongly coupled to their surrounding is therefore an
important step towards a more realistic thermodynamic
description of mesoscopic and nanoscale devices. It is also
essential to improve our understanding of the microscopic
foundations of thermodynamics.
In this Letter, we use the nonequilibrium Green’s

functions (NEGF) to establish a fully consistent nonequili-
brium thermodynamic description of a fermionic single
quantum level strongly coupled to multiple fermionic
reservoirs. A slow time-dependent driving force controls
the level energy as well as the system-reservoir interaction.
We propose definitions for the particle number, the energy,
and the entropy of the system, as well as for entropy
production, heat, and work, which give rise to a consistent
zeroth, first, second, and third law. These definitions can be

seen as energy resolved versions of the weak coupling
definitions used in stochastic thermodynamics. An inter-
esting outcome of our approach is that the general form of
the energy and particle currents is different from the
standard form used in the NEGF and cannot be expressed
as an expectation value of operators. We recover the known
expressions when considering nonequilibrium steady states
(i.e., in absence of driving) or in the weak coupling limit.
The total Hamiltonian that we consider is ĤðtÞ ¼

ĤSðtÞ þ
P

νĤν þ
P

νV̂νðtÞ, where ν labels the different
fermionic reservoirs (see Fig. 1), ĤSðtÞ ¼ εðtÞd̂†d̂ is the
fermionic single level Hamiltonian, Ĥν ¼

P
k∈νεkĉ

†
kĉk is

the reservoir νHamiltonian, and V̂νðtÞ¼
P

k∈νðVν
kðtÞd̂

†ĉkþ
H:c:Þ is the level-reservoir coupling. The time dependence
in the system and in the coupling is due to the external time-
dependent driving force.
The central object in the NEGF theory is the single

particle Green function (GF) [31]

Gðτ1; τ2Þ ¼ −ihTcd̂ðτ1Þd̂†ðτ2Þi; ð1Þ

L

TL

R

TR

0

0+

FIG. 1 (color online). Sketch of a fermionic single quantum
level junction. The level is broadened by the strong coupling to
the reservoirs and is driven by a time-dependent force.
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We analyze the time-resolved energy transport and the entropy production in ac-driven quantum coherent
electron systems coupled to multiple reservoirs at finite temperature. At slow driving, we formulate the first
and second laws of thermodynamics valid at each instant of time. We identify heat fluxes flowing through the
different pieces of the device and emphasize the importance of the energy stored in the contact and central regions
for the second law of thermodynamics to be instantaneously satisfied. In addition, we discuss conservative and
dissipative contributions to the heat flux and to the entropy production as a function of time. We illustrate these
ideas with a simple model corresponding to a driven level coupled to two reservoirs with different chemical
potentials.
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I. INTRODUCTION

The understanding of the energy transfer in nonequilibrium
open quantum systems is a fundamental problem in physics.
The separation of energy in heat and useful work and
dissipation is the key for a thermodynamical description. In
quantum systems under ac driving, the identification of these
different components of energy is a nontrivial task which is
paramount to cold atoms [1], nanomechanical [2,3], nanoscale
optoelectronical [4], and mesoscopic electron physics [5– 16].
Typically, the central piece of these systems contains a small
number of particles and are driven out of equilibrium, which
renders a usual thermodynamical description unreliable. How-
ever, they are in contact to one or more macroscopic reservoirs
with well defined thermodynamical intensive parameters.

In the recent years, the name “quantum thermodynamics”
has been coined to identify the area of Physics devoted to
the study of this type of systems, which is an intersection
of solid state and statistical physics. The foundations of
this area were in part developed after the proposal of the
Jarzynski’s equality [17] and Crook’s theorem [18] and a
subsequent number of fluctuations relations [19– 30]. Recently,
linear response proposals in close relation to thermodynamics
have been formulated for open quantum systems and quasi-
classical systems under periodic driving [13,31– 33]. The
proper definition of the heat exchange between a quantum
driven system and its macroscopic environment has been
recently addressed in the context of few-level or spin systems
in contact to phononic baths [34– 36] and in systems of coupled
quantum harmonic oscillators [37– 39].

The first law of thermodynamics, being basically the
conservation of the energy, is equally valid for nonequilibrium
and equilibrium phenomena. We have recently considered
a model containing the minimal ingredients to address the
problem of time-resolved heat transport [40]. It consists
of a localized level under ac driving coupled to a single
electron reservoir. We have focused on slow driving and zero
temperature. By slow we mean a regime where the typical
dwell time for the electrons inside the driven structure is
much smaller than the driving period. Even in such a simple

setup, a nontrivial effect manifests itself when the heat flow is
analyzed as a function of time. Namely, the coupling region
between the different parts of the system behaves like an
energy reactance. In this way, the coupling not only provides
a necessary mechanism for particle and energy exchange but
also contributes to the energy balance. This contribution is
of ac nature. It allows for a temporary energy storage which
vanishes when averaged over time.

Our goal now is to analyze the time-resolved energy
redistribution and entropy production in ac-driven quantum
coherent electron systems coupled to multiple reservoirs and
finite temperature. We show that the definition of the heat
current flowing into the reservoirs presented in Ref. [40] is
also suitable for multi-terminal devices. More interestingly,
we study the behavior of the different components of the heat.
We identify conservative and dissipative contributions to a heat
flux and to the entropy production as a function of time. We
illustrate these ideas with a simple system that consists of a
slowly driven resonant level coupled to two electron reservoirs
at a finite temperature and with an applied bias voltage,
see Fig. 1.

The paper is organized as follows. We present the model
in Sec. II. A thermodynamic approach to the case of slight
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FIG. 1. A single electronic level is coupled to two reservoirs
(fermionic baths) kept at the same temperature T . The chemical
potentials of the left and right reservoirs are µL = µ and µR =
µ − δµ, respectively. The electronic level slowly evolves in time
with a periodic parameter V (t), and hence after a completed period
the central part of the systems returns to its initial state.
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Abstract: The problem of time-dependent particle transport in quantum conductors is nowadays
a well established topic. In contrast, the way in which energy and heat flow in mesoscopic systems
subjected to dynamical drivings is a relatively new subject that cross-fertilize both fundamental
developments of quantum thermodynamics and practical applications in nanoelectronics and
quantum information. In this short review, we discuss from a thermodynamical perspective recent
investigations on nonstationary heat and work generated in quantum systems, emphasizing open
questions and unsolved issues.

Keywords: quantum thermodynamics; time-dependent heat; AC-driven quantum systems

1. Introduction

The rapid progress in the manipulation of small systems at submicron scales has spurred the
interest in the field of quantum thermodynamics. The goals of this discipline is the understanding
of the fundamentals of thermodynamics in quantum systems typically driven out of equilibrium
by means of external fields. Most of the recent literature focuses on static fields and the resulting
stationary transport effects (for a recent review, see [1]). However, there is a growing interest in
analyzing the thermodynamic properties of quantum conductors in the presence of time-dependent
potentials. In this case, dynamics is the main objective of the theory as fluxes and responses depend
explicitly on time [2].

Quantum electronic devices are paradigmatic realizations of open quantum systems. Typically,
we can identify in these setups a finite-size piece where a small number of electrons are confined.
However, these particles are not isolated. They are in contact with leads, substrates and the
electromagnetic environment, which in practice constitute macroscopic thermal and particle reservoirs.
We can distinguish two main classes of time-dependent processes in these systems. One of them is
related to the transient behavior after a short-time non-equilibrium perturbation, where the main issue
is to understand the relaxation and thermalization processes as the system approaches the equilibrium
state. The other class is the response to a periodic driving. Both classes of dynamics have received a
significant interest for some years now.

From the conceptual point of view, it is quite natural to relate the energy transport in
periodically-driven systems to thermodynamic machines, like heat engines and refrigerators, since
these typically operate in cycles. There is a lengthy literature on nanoscale quantum thermodynamics
based on two-level systems [3–7], atomic [8–11] and molecular [12–14] systems, nanomechanical [15–20]
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I. INTRODUCTION

The understanding of the energy transfer in nonequilibrium
open quantum systems is a fundamental problem in physics.
The separation of energy in heat and useful work and
dissipation is the key for a thermodynamical description. In
quantum systems under ac driving, the identification of these
different components of energy is a nontrivial task which is
paramount to cold atoms [1], nanomechanical [2,3], nanoscale
optoelectronical [4], and mesoscopic electron physics [5– 16].
Typically, the central piece of these systems contains a small
number of particles and are driven out of equilibrium, which
renders a usual thermodynamical description unreliable. How-
ever, they are in contact to one or more macroscopic reservoirs
with well defined thermodynamical intensive parameters.

In the recent years, the name “quantum thermodynamics”
has been coined to identify the area of Physics devoted to
the study of this type of systems, which is an intersection
of solid state and statistical physics. The foundations of
this area were in part developed after the proposal of the
Jarzynski’s equality [17] and Crook’s theorem [18] and a
subsequent number of fluctuations relations [19– 30]. Recently,
linear response proposals in close relation to thermodynamics
have been formulated for open quantum systems and quasi-
classical systems under periodic driving [13,31– 33]. The
proper definition of the heat exchange between a quantum
driven system and its macroscopic environment has been
recently addressed in the context of few-level or spin systems
in contact to phononic baths [34– 36] and in systems of coupled
quantum harmonic oscillators [37– 39].

The first law of thermodynamics, being basically the
conservation of the energy, is equally valid for nonequilibrium
and equilibrium phenomena. We have recently considered
a model containing the minimal ingredients to address the
problem of time-resolved heat transport [40]. It consists
of a localized level under ac driving coupled to a single
electron reservoir. We have focused on slow driving and zero
temperature. By slow we mean a regime where the typical
dwell time for the electrons inside the driven structure is
much smaller than the driving period. Even in such a simple

setup, a nontrivial effect manifests itself when the heat flow is
analyzed as a function of time. Namely, the coupling region
between the different parts of the system behaves like an
energy reactance. In this way, the coupling not only provides
a necessary mechanism for particle and energy exchange but
also contributes to the energy balance. This contribution is
of ac nature. It allows for a temporary energy storage which
vanishes when averaged over time.

Our goal now is to analyze the time-resolved energy
redistribution and entropy production in ac-driven quantum
coherent electron systems coupled to multiple reservoirs and
finite temperature. We show that the definition of the heat
current flowing into the reservoirs presented in Ref. [40] is
also suitable for multi-terminal devices. More interestingly,
we study the behavior of the different components of the heat.
We identify conservative and dissipative contributions to a heat
flux and to the entropy production as a function of time. We
illustrate these ideas with a simple system that consists of a
slowly driven resonant level coupled to two electron reservoirs
at a finite temperature and with an applied bias voltage,
see Fig. 1.

The paper is organized as follows. We present the model
in Sec. II. A thermodynamic approach to the case of slight
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FIG. 1. A single electronic level is coupled to two reservoirs
(fermionic baths) kept at the same temperature T . The chemical
potentials of the left and right reservoirs are µL = µ and µR =
µ − δµ, respectively. The electronic level slowly evolves in time
with a periodic parameter V (t), and hence after a completed period
the central part of the systems returns to its initial state.

2469-9950/2016/94(3)/035436(12) 035436-1 ©2016 American Physical Society

Entropy 2016, 18, 419 3 of 19

an extended resonant level model that satisfies both the first and the second laws [52,53]. We do not
make any assumption on the coupling strength between the system and the baths.

Note that the problem of defining a system and a bath in the strong coupling regime has been
addressed recently [69]. Moreover, the authors of [70] claim that the extended resonant level model
is unable to properly describe energy fluctuations despite the fact that the expectation value of the
energy is correctly derived. On the other hand, [71] finds that an influence functional approach [6,72]
applied to the spin-boson model can yield exact expressions for the energy dissipation in a driven
open quantum system strongly coupled to a heat bath.

Here, we take into account the Hamiltonian of the fermionic baths, Hres = Âa Ha with
Ha = Âka

#ka
c

†
ka

cka
, where #ka

is the energy dispersion relation and c
†
ka

(cka
) creates (destroys)

an electron with wavenumber ka, the Hamiltonian of the system, HS(V(t)), where the functions
V(t) = V(t + t) = (V1(t), . . . , VM(t)) describe the AC driving power sources capacitively coupled to
the system, t being the AC period, and the Hamiltonian of the contact region between the system and
the baths, Hcont = Âa Hca with Hca = Âka

⇣
wka

c
†
ka

dla
+ H.c

⌘
, where wka

are tunneling amplitudes,

la denotes the site of the central part to which the reservoir a is attached, and dla
, and d

†
la

destroys
and creates, respectively, an electron in the central system. The three contributions add up to the
Hamiltonian of the full system,

H(t) = Hres + HS(t) + Hcont , (1)

which explicitly depends on time due to the applied AC potentials. We stress that the explicit form of
HS remains unspecified, because we will below present a thermodynamic discussion that is completely
general and independent of the sample details. In fact, our presentation is also valid for interacting
electrons provided these carriers are confined to the mesoscopic region. The fermionic baths are
metallic leads with good screening properties and electron-electron interactions can be safely neglected
there. The latter is an important remark since a gauge-invariant transport theory in the AC regime
must include the self-consistent Coulomb interaction [73]. This requirement in the case of the heat
current was discussed in [74].

� �

� � � �

����

HL HR
HcRHcL

HS(t)

Figure 1. Sketch of the system under consideration. A quantum conductor (described by the
Hamiltonian HS), is coupled to two reservoirs (HL and HR) kept at the same temperature T, but
with different chemical potentials µL and µR. The conductor is also driven out of equilibrium by the
application of AC local power sources, which are all collected in the vector V(t). The Hamiltonians
representing the left and right contact regions are HcL and HcR, respectively.

Detailed knowledge of the heat dynamics in quantum electronics is also relevant for
time-dependent thermoelectrics, where temperatures may be modulated with time. A calculation for
quantum RC circuits shows [75] that thermoelectric charge relaxation resistance significantly differs
from its purely electric counterpart. In a different setup, the thermoelectric power factor has been
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departures from equilibrium is presented in Sec. III. Section IV
contains the definition of the time-dependent energy fluxes,
conservation laws and the different contributions to the entropy
production. In Sec. V, we focus our analysis on the slow driving
regime. These ideas are then illustrated in Sec. VI, where
the example of a single driven level coupled to reservoirs is
analyzed in detail. Section VII is devoted to the summary and
conclusions.

II. MODEL

We consider a finite quantum system, as for example a
single quantum dot or an array of quantum dots, which is
driven out of equilibrium by time-periodic adiabatic power
sources and in contact to several fermionic baths. Then, the
Hamiltonian of the full system can be separated into three
contributions:

H(t) = Hres + HS(t) + Hcont. (1)

The Hamiltonian representing the reservoirs (fermionic baths)
is Hres =

∑
α Hα with Hα =

∑
kα

εkα
c
†
kα

ckα
, where εkα

is the

energy dispersion relation and c
†
kα

(ckα
) creates (destroys) an

electron with continuous index (wave number) kα . Each of
these reservoirs is at local equilibrium with a well defined
temperature T and chemical potential µα . The Hamiltonian
HS(V(t)) describes the central piece of the setup, where
electrons are confined and the driving is applied. For generality,
the form of HS(V(t)) remains unspecified. The time depen-
dence is introduced via a set of parameters V(t) = V(t+ τ ) =
(V1(t), . . . ,VM (t)) which characterize the sources of the ac
driving, with τ being the driving period. Finally, the term
Hcont =

∑
α Hcα with

Hcα =
∑

kα ,lα

(
wkα,lαc

†
kα

dlα + H.c.
)
, (2)

describes the tunneling hybridization between the electrons
at the reservoirs and the central system. This tunneling takes
place in a contact region that separates the reservoirs and the
central piece. In Eq. (2), the fermionic operators dlα and d

†
lα

are associated to the degrees of freedom of the central system.
In what follows, we present a general reasoning, which is
valid for any HS(V(t)), even when the central piece contains
many-body interactions.

III. THERMODYNAMIC APPROACH

The aim of this section is to present a treatment similar
to the one presented in Ref. [41] in order to identify heat
and work and express the first and the second laws of
thermodynamics in a process involving small deviations from
equilibrium due to slow variations of the time-dependent
parameters δV entering H.

A. Entropy and the first law

1. Reservoirs with equal chemical potentials

Let us begin discussing the case µα = µ and Tα = T .
For an equilibrium system, a description based on the grand
canonical ensemble such that ρ = e−β(H−µN )/Z, with Z =

Tr[e−β(H−µN )] the partition function, N the particle number
and β = 1/(kBT ) with kB being the Boltzmann’s constant, has
an associated von Neumann entropy

S = −kBTr(ρ ln ρ). (3)

We now consider entropy variations that arise from small
but explicit changes in the Hamiltonian δH = (∂H/∂V)δV due
to the variation in time of the parameters V. Such variations
take place within a short time interval δtand assume that the
net change δV = V(t+ δt) − V(t) is small compared to the
typical energies (e.g., typical level spacing) of the system. The
consequent change in the probability distribution is quantified
by δρ = ρ(t+ δt) − ρ(t), while the change in the entropy is

δS = 1
T

Tr[δρ(H − µN )] − 1
T

F · δV, (4)

where we have defined the force

F = −Tr
(

ρ
∂H
∂V

)
, (5)

and also used that Tr[δρ] = 0, which is a consequence of the
normalization of the probability distribution. Here, the trace is
evaluated with respect to the eigenvalues |m(t)⟩ ofH at the time
twith eigenenergies Em. As in Ref. [41] we have introduced
the ‘adiabatic” approximation, in which |⟨m′|∂H/∂t|m⟩| ≪
(Em − Em′)2/! and δEm = ⟨m|δH|m⟩.

In Eq. (4), we can identify the term

δU = Tr[δρH] =
∑

α

[δUα + δUcα] + δUS, (6)

with the variation of the internal energy stored in the full
system, including the variation in the central system δUS , plus
the reservoirs δUα and the contact regions δUcα .

The different contributions to the variation of the internal
energy are

δUν = Tr[δρHν], ν = α,cα,S. (7)

Similarly, the variations of the number of particles stored in
the different parts of the setup are

δNν = Tr[δρNν], ν = α,S (8)

and the total change reads

δN =
∑

α

δNα + δNS. (9)

Crucially, the contact regions described by Eq. (2) have an
associated energy term that will contribute to the energy flux.
In contrast, the reservoir and the system have both energy
and particle terms. Hence the study of energy dynamics is
fundamentally distinct from its particle counterpart because
one must consider the intermediate regions that partition the
central system from the reservoirs.

The second term of Eq. (4) is the work done by the ac forces

δWac = F · δV. (10)

Hence

T δS = δU − µδN − δWac = δQtot (11)
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LUDOVICO, MOSKALETS, SÁNCHEZ, AND ARRACHEA PHYSICAL REVIEW B 94, 035436 (2016)

departures from equilibrium is presented in Sec. III. Section IV
contains the definition of the time-dependent energy fluxes,
conservation laws and the different contributions to the entropy
production. In Sec. V, we focus our analysis on the slow driving
regime. These ideas are then illustrated in Sec. VI, where
the example of a single driven level coupled to reservoirs is
analyzed in detail. Section VII is devoted to the summary and
conclusions.

II. MODEL

We consider a finite quantum system, as for example a
single quantum dot or an array of quantum dots, which is
driven out of equilibrium by time-periodic adiabatic power
sources and in contact to several fermionic baths. Then, the
Hamiltonian of the full system can be separated into three
contributions:

H(t) = Hres + HS(t) + Hcont. (1)

The Hamiltonian representing the reservoirs (fermionic baths)
is Hres =

∑
α Hα with Hα =

∑
kα

εkα
c
†
kα

ckα
, where εkα

is the

energy dispersion relation and c
†
kα

(ckα
) creates (destroys) an

electron with continuous index (wave number) kα . Each of
these reservoirs is at local equilibrium with a well defined
temperature T and chemical potential µα . The Hamiltonian
HS(V(t)) describes the central piece of the setup, where
electrons are confined and the driving is applied. For generality,
the form of HS(V(t)) remains unspecified. The time depen-
dence is introduced via a set of parameters V(t) = V(t+ τ ) =
(V1(t), . . . ,VM (t)) which characterize the sources of the ac
driving, with τ being the driving period. Finally, the term
Hcont =

∑
α Hcα with

Hcα =
∑

kα ,lα

(
wkα,lαc

†
kα

dlα + H.c.
)
, (2)

describes the tunneling hybridization between the electrons
at the reservoirs and the central system. This tunneling takes
place in a contact region that separates the reservoirs and the
central piece. In Eq. (2), the fermionic operators dlα and d

†
lα

are associated to the degrees of freedom of the central system.
In what follows, we present a general reasoning, which is
valid for any HS(V(t)), even when the central piece contains
many-body interactions.

III. THERMODYNAMIC APPROACH

The aim of this section is to present a treatment similar
to the one presented in Ref. [41] in order to identify heat
and work and express the first and the second laws of
thermodynamics in a process involving small deviations from
equilibrium due to slow variations of the time-dependent
parameters δV entering H.

A. Entropy and the first law

1. Reservoirs with equal chemical potentials

Let us begin discussing the case µα = µ and Tα = T .
For an equilibrium system, a description based on the grand
canonical ensemble such that ρ = e−β(H−µN )/Z, with Z =

Tr[e−β(H−µN )] the partition function, N the particle number
and β = 1/(kBT ) with kB being the Boltzmann’s constant, has
an associated von Neumann entropy

S = −kBTr(ρ ln ρ). (3)

We now consider entropy variations that arise from small
but explicit changes in the Hamiltonian δH = (∂H/∂V)δV due
to the variation in time of the parameters V. Such variations
take place within a short time interval δtand assume that the
net change δV = V(t+ δt) − V(t) is small compared to the
typical energies (e.g., typical level spacing) of the system. The
consequent change in the probability distribution is quantified
by δρ = ρ(t+ δt) − ρ(t), while the change in the entropy is

δS = 1
T

Tr[δρ(H − µN )] − 1
T

F · δV, (4)

where we have defined the force

F = −Tr
(

ρ
∂H
∂V

)
, (5)

and also used that Tr[δρ] = 0, which is a consequence of the
normalization of the probability distribution. Here, the trace is
evaluated with respect to the eigenvalues |m(t)⟩ ofH at the time
twith eigenenergies Em. As in Ref. [41] we have introduced
the ‘adiabatic” approximation, in which |⟨m′|∂H/∂t|m⟩| ≪
(Em − Em′)2/! and δEm = ⟨m|δH|m⟩.

In Eq. (4), we can identify the term

δU = Tr[δρH] =
∑

α

[δUα + δUcα] + δUS, (6)

with the variation of the internal energy stored in the full
system, including the variation in the central system δUS , plus
the reservoirs δUα and the contact regions δUcα .

The different contributions to the variation of the internal
energy are

δUν = Tr[δρHν], ν = α,cα,S. (7)

Similarly, the variations of the number of particles stored in
the different parts of the setup are

δNν = Tr[δρNν], ν = α,S (8)

and the total change reads

δN =
∑

α

δNα + δNS. (9)

Crucially, the contact regions described by Eq. (2) have an
associated energy term that will contribute to the energy flux.
In contrast, the reservoir and the system have both energy
and particle terms. Hence the study of energy dynamics is
fundamentally distinct from its particle counterpart because
one must consider the intermediate regions that partition the
central system from the reservoirs.

The second term of Eq. (4) is the work done by the ac forces

δWac = F · δV. (10)

Hence

T δS = δU − µδN − δWac = δQtot (11)

035436-2
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electrons are confined and the driving is applied. For generality,
the form of HS(V(t)) remains unspecified. The time depen-
dence is introduced via a set of parameters V(t) = V(t+ τ ) =
(V1(t), . . . ,VM (t)) which characterize the sources of the ac
driving, with τ being the driving period. Finally, the term
Hcont =

∑
α Hcα with

Hcα =
∑

kα ,lα

(
wkα,lαc

†
kα

dlα + H.c.
)
, (2)

describes the tunneling hybridization between the electrons
at the reservoirs and the central system. This tunneling takes
place in a contact region that separates the reservoirs and the
central piece. In Eq. (2), the fermionic operators dlα and d

†
lα

are associated to the degrees of freedom of the central system.
In what follows, we present a general reasoning, which is
valid for any HS(V(t)), even when the central piece contains
many-body interactions.

III. THERMODYNAMIC APPROACH

The aim of this section is to present a treatment similar
to the one presented in Ref. [41] in order to identify heat
and work and express the first and the second laws of
thermodynamics in a process involving small deviations from
equilibrium due to slow variations of the time-dependent
parameters δV entering H.

A. Entropy and the first law

1. Reservoirs with equal chemical potentials

Let us begin discussing the case µα = µ and Tα = T .
For an equilibrium system, a description based on the grand
canonical ensemble such that ρ = e−β(H−µN )/Z, with Z =

Tr[e−β(H−µN )] the partition function, N the particle number
and β = 1/(kBT ) with kB being the Boltzmann’s constant, has
an associated von Neumann entropy

S = −kBTr(ρ ln ρ). (3)

We now consider entropy variations that arise from small
but explicit changes in the Hamiltonian δH = (∂H/∂V)δV due
to the variation in time of the parameters V. Such variations
take place within a short time interval δtand assume that the
net change δV = V(t+ δt) − V(t) is small compared to the
typical energies (e.g., typical level spacing) of the system. The
consequent change in the probability distribution is quantified
by δρ = ρ(t+ δt) − ρ(t), while the change in the entropy is

δS = 1
T

Tr[δρ(H − µN )] − 1
T

F · δV, (4)

where we have defined the force

F = −Tr
(

ρ
∂H
∂V

)
, (5)

and also used that Tr[δρ] = 0, which is a consequence of the
normalization of the probability distribution. Here, the trace is
evaluated with respect to the eigenvalues |m(t)⟩ ofH at the time
twith eigenenergies Em. As in Ref. [41] we have introduced
the ‘adiabatic” approximation, in which |⟨m′|∂H/∂t|m⟩| ≪
(Em − Em′)2/! and δEm = ⟨m|δH|m⟩.

In Eq. (4), we can identify the term

δU = Tr[δρH] =
∑

α

[δUα + δUcα] + δUS, (6)

with the variation of the internal energy stored in the full
system, including the variation in the central system δUS , plus
the reservoirs δUα and the contact regions δUcα .

The different contributions to the variation of the internal
energy are

δUν = Tr[δρHν], ν = α,cα,S. (7)

Similarly, the variations of the number of particles stored in
the different parts of the setup are

δNν = Tr[δρNν], ν = α,S (8)

and the total change reads

δN =
∑

α

δNα + δNS. (9)

Crucially, the contact regions described by Eq. (2) have an
associated energy term that will contribute to the energy flux.
In contrast, the reservoir and the system have both energy
and particle terms. Hence the study of energy dynamics is
fundamentally distinct from its particle counterpart because
one must consider the intermediate regions that partition the
central system from the reservoirs.

The second term of Eq. (4) is the work done by the ac forces

δWac = F · δV. (10)

Hence

T δS = δU − µδN − δWac = δQtot (11)
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departures from equilibrium is presented in Sec. III. Section IV
contains the definition of the time-dependent energy fluxes,
conservation laws and the different contributions to the entropy
production. In Sec. V, we focus our analysis on the slow driving
regime. These ideas are then illustrated in Sec. VI, where
the example of a single driven level coupled to reservoirs is
analyzed in detail. Section VII is devoted to the summary and
conclusions.

II. MODEL

We consider a finite quantum system, as for example a
single quantum dot or an array of quantum dots, which is
driven out of equilibrium by time-periodic adiabatic power
sources and in contact to several fermionic baths. Then, the
Hamiltonian of the full system can be separated into three
contributions:

H(t) = Hres + HS(t) + Hcont. (1)

The Hamiltonian representing the reservoirs (fermionic baths)
is Hres =

∑
α Hα with Hα =

∑
kα

εkα
c
†
kα

ckα
, where εkα

is the

energy dispersion relation and c
†
kα

(ckα
) creates (destroys) an

electron with continuous index (wave number) kα . Each of
these reservoirs is at local equilibrium with a well defined
temperature T and chemical potential µα . The Hamiltonian
HS(V(t)) describes the central piece of the setup, where
electrons are confined and the driving is applied. For generality,
the form of HS(V(t)) remains unspecified. The time depen-
dence is introduced via a set of parameters V(t) = V(t+ τ ) =
(V1(t), . . . ,VM (t)) which characterize the sources of the ac
driving, with τ being the driving period. Finally, the term
Hcont =

∑
α Hcα with

Hcα =
∑

kα ,lα

(
wkα,lαc

†
kα

dlα + H.c.
)
, (2)

describes the tunneling hybridization between the electrons
at the reservoirs and the central system. This tunneling takes
place in a contact region that separates the reservoirs and the
central piece. In Eq. (2), the fermionic operators dlα and d

†
lα

are associated to the degrees of freedom of the central system.
In what follows, we present a general reasoning, which is
valid for any HS(V(t)), even when the central piece contains
many-body interactions.

III. THERMODYNAMIC APPROACH

The aim of this section is to present a treatment similar
to the one presented in Ref. [41] in order to identify heat
and work and express the first and the second laws of
thermodynamics in a process involving small deviations from
equilibrium due to slow variations of the time-dependent
parameters δV entering H.

A. Entropy and the first law

1. Reservoirs with equal chemical potentials

Let us begin discussing the case µα = µ and Tα = T .
For an equilibrium system, a description based on the grand
canonical ensemble such that ρ = e−β(H−µN )/Z, with Z =

Tr[e−β(H−µN )] the partition function, N the particle number
and β = 1/(kBT ) with kB being the Boltzmann’s constant, has
an associated von Neumann entropy

S = −kBTr(ρ ln ρ). (3)

We now consider entropy variations that arise from small
but explicit changes in the Hamiltonian δH = (∂H/∂V)δV due
to the variation in time of the parameters V. Such variations
take place within a short time interval δtand assume that the
net change δV = V(t+ δt) − V(t) is small compared to the
typical energies (e.g., typical level spacing) of the system. The
consequent change in the probability distribution is quantified
by δρ = ρ(t+ δt) − ρ(t), while the change in the entropy is

δS = 1
T

Tr[δρ(H − µN )] − 1
T

F · δV, (4)

where we have defined the force

F = −Tr
(

ρ
∂H
∂V

)
, (5)

and also used that Tr[δρ] = 0, which is a consequence of the
normalization of the probability distribution. Here, the trace is
evaluated with respect to the eigenvalues |m(t)⟩ ofH at the time
twith eigenenergies Em. As in Ref. [41] we have introduced
the ‘adiabatic” approximation, in which |⟨m′|∂H/∂t|m⟩| ≪
(Em − Em′)2/! and δEm = ⟨m|δH|m⟩.

In Eq. (4), we can identify the term

δU = Tr[δρH] =
∑

α

[δUα + δUcα] + δUS, (6)

with the variation of the internal energy stored in the full
system, including the variation in the central system δUS , plus
the reservoirs δUα and the contact regions δUcα .

The different contributions to the variation of the internal
energy are

δUν = Tr[δρHν], ν = α,cα,S. (7)

Similarly, the variations of the number of particles stored in
the different parts of the setup are

δNν = Tr[δρNν], ν = α,S (8)

and the total change reads

δN =
∑

α

δNα + δNS. (9)

Crucially, the contact regions described by Eq. (2) have an
associated energy term that will contribute to the energy flux.
In contrast, the reservoir and the system have both energy
and particle terms. Hence the study of energy dynamics is
fundamentally distinct from its particle counterpart because
one must consider the intermediate regions that partition the
central system from the reservoirs.

The second term of Eq. (4) is the work done by the ac forces

δWac = F · δV. (10)

Hence

T δS = δU − µδN − δWac = δQtot (11)

035436-2

MODEL 



QUANTUM KINETICS
OF CHARGE AND ENERGY  

Conservation laws

LUDOVICO, MOSKALETS, SÁNCHEZ, AND ARRACHEA PHYSICAL REVIEW B 94, 035436 (2016)

focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe

035436-4
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe

035436-4

DYNAMICS OF ENERGY TRANSPORT AND ENTROPY . . . PHYSICAL REVIEW B 94, 035436 (2016)

that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α
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JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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Pel(t) + Pac(t)

Q̇L(t) Q̇R(t)Q̇S(t)

Figure 2. The total heat flux in the system is produced by the AC and DC driving sources, which is
summarized by the relation Q̇tot(t) = �PAC(t) � Pel(t). The definition of the heat currents entering
the reservoirs, as well as the heat variation in the central part, takes into account half of the energy
stored in the contact regions. The heat flux of the central piece contributes purely dynamically, since it
is zero when averaged over one period of the AC driving potentials. In the stationary state, charge and
energy can be stored only at the reservoirs.

5. Entropy Production

Further insight can be gained if we examine the instantaneous entropy production, which is
presumably a meaningful quantity for low driving frequencies, for which the system appears to be
almost stationary and the classical laws of thermodynamics remain valid. Otherwise, for high enough
frequencies, the nonequilibrium and quantum effects may be significant, which may hinder the use of
the classical thermodynamics. This regime requires further investigation. The total entropy production
has been demonstrated to follow an integral fluctuation theorem for a driven system strongly coupled
to a heat bath [82]. Here, we stress that the entropy production associated with dissipative processes
is always positive, in agreement with the second law. We begin by noticing that the AC forces have,
in general, conservative (cons) and nonconservative (nc) components. In fact, in [33] it was shown
that F(t) = Ft + F

nc(t), where the first term corresponds to the Born-Oppenheimer component,
which is evaluated with the equilibrium density matrix rt corresponding to the frozen Hamiltonian
at the time t and F

nc(t) collects the nonequilibrium components. The first term corresponds to an
evolution given by a sequence of equilibrium states which are, thus, reversible and do not contribute
to the entropy production. Hence PAC(t) = P

cons(t) + P
nc
AC(t). The electric power of the batteries is

purely non-conservative (dissipative). In this way, the total power can be split into dissipative and
conservative forces Ptot(t) = Pel(t) + PAC(t) = P

diss
tot (t) + P

cons(t), where P
diss
tot (t) = Pel(t) + P

nc
AC(t).

As a result, the total entropy production reads,

Ṡ
diss(t) =

1
T

"

Â
a

Q̇a(t) + Q̇
diss
S

(t)

#
= � 1

T
P

diss
tot (t) . (25)

We have defined Q̇
diss
S

(t) = Q̇S(t) � P
cons(t), i.e., we identify the irreversible heat production at the

central system as the result of subtracting the power developed by the conservative AC forces to
the total heat instantaneously stored by the electrons that are in direct contact with the AC sources.
After averaging over an AC cycle, the conservative part of the heat current vanishes. Furthermore,
the heat variation in the sample also vanishes, Q̇

diss
S

= Q̇S = 0. The remaining terms have nonzero
averages, and hence Ṡ

diss(t) � 0 at all times, in agreement with the second law of thermodynamics.
This is explicitly shown in [53] within an adiabatic expansion, valid for low driving frequencies. Here,
we analyze an example beyond the adiabatic regime and show that Ṡ

diss(t) � 0 even though for some
times, the net heat flow at the reservoirs might be negative, Âa Q̇a(t) < 0.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.

035436-5

DYNAMICS OF ENERGY TRANSPORT AND ENTROPY . . . PHYSICAL REVIEW B 94, 035436 (2016)

that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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LUDOVICO, MOSKALETS, SÁNCHEZ, AND ARRACHEA PHYSICAL REVIEW B 94, 035436 (2016)

focus on the state for which the evolution does not depend on
the details of the switching-on protocol for the contacts. Notice
that, due to the time-dependent periodic driving, this state is
also periodic in time. In this section, we will not address the
particular procedure followed to carry out the evaluation of
the different mean values but rather focus on the derivation of
exact equations relating the different rates and fluxes.

A. Conservation laws

For any driven system described by the Hamiltonian given
by Eq. (1), we can write down two fundamental laws: (i)
instantaneous conservation of charge and (ii) instantaneous
conservation of energy.

(i) The total charge of the system is related to the number
of particles N within the whole system and the corresponding
change can be expressed in terms of the variations of charge in
the reservoirs and the system IC

ν (t) = e ˙⟨Nν⟩ = ie
! ⟨[H,Nν]⟩,

with ν = α,S,

e ˙⟨N ⟩ = IC
S (t) +

∑

α

IC
α (t). (21)

IC
α are effectively charge currents that flow into or out of the

reservoirs while IC
S (t) can be interpreted as a displacement

current, which is finite only in time-dependent situations, like
the stationary time-periodic regime we are addressing.

Charge conservation implies that ˙⟨N ⟩ = 0 and then we
obtain an instantaneous balance for the electric currents

∑

α

IC
α (t) + IC

S (t) = 0. (22)

(ii) To analyze the equation for the dynamics of the energy
exchange between the different parts of the system we define
the following energy fluxes:

JE
ν (t) = i

!
⟨[H,Hν]⟩, (23)

with ν ≡ α,cα,S, which are understood as energy variations
corresponding to the reservoir, the contact and the central
piece, respectively. We also define the generalized force

F = −
〈
∂H
∂V

〉
. (24)

Now, we can derive the following exact equations

˙⟨Hα⟩ = JE
α (t), (25)

˙⟨Hcα⟩ = JE
cα(t) = − JE

α (t) + i

!
⟨[HS,Hcα]⟩

+ i

!
∑

β

⟨[Hcβ,Hcα]⟩, (26)

˙⟨HS⟩ = JE
S (t) − F · V̇. (27)

Equation (26) implies
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) = 0. (28)

We note that Eq. (28) is the counterpart of the first conservation
equation Eq. 13(a), while Eq. (22) corresponds to the second
conservation equation, Eq. 13(b).

To evaluate the change in time for the total energy associ-
ated to the full Hamiltonian H, we must add the contributions
of Eqs. (25)–(27). This leads to

˙⟨H⟩ =
∑

α

[
JE

α (t) + JE
cα(t)

]
+ JE

S (t) − F · V̇. (29)

Notice that, in contrast to the charge, the energy due to
a change in H is not conserved. This is because such a
change corresponds to a change in internal energy of the
electrons as well as the work done by the ac forces. Hence the
corresponding rate of change is equal to the power developed
by the ac sources. In fact, substituting Eq. (28) into Eq. (29),
we find

Pac(t) = − ˙⟨H⟩ = F · V̇. (30)

Interestingly, when we consider time-averaged quantities de-
fined as O = limτ→∞ (

∫ τ

0 Odt)/τ , we obtain ˙⟨NS⟩ = ˙⟨HS⟩ =
˙⟨Hcα⟩ = 0. Mathematically, this follows from the fact that the

quantities ⟨NS⟩, ⟨HS⟩, and ⟨Hcα⟩ are bounded while τ → ∞.
Physically, this follows from the fact that charge and energy
can be stored or sunk at a net rate only at the reservoirs.

Then, the conservation laws for the averaged quantities read
∑

α

JE
α = − JE

S = − Pac,
∑

α

IC
α = 0, (31)

since

JE
cα = IC

S = 0, (32)

which means that there are components of the fluxes that
contribute purely dynamically but do not lead to any dc
contribution in the stationary state, thereby the term reactance.

B. Defining total heat and work fluxes

In the case of bias voltages applied to the reser-
voirs δµα through µα = µ + δµα , the power developed
by the electromotive forces in the presence of a charge flux
IC
α (t) is

Pα(t) = IC
α (t)
e

δµα. (33)

We now turn to explore the proper definition of heat. To
this end, we consider the case where the reservoirs are at
the same temperature T , but they have different chemical
potentials. We can perform the following operation: calculate
Eq. (29)− (µ/e)Eq. (22), use Eq. (30) and collect terms
conveniently to write

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

− µ
IC
S (t)
e

+ Pel(t) = 0, (34)

where

Pel(t) =
∑

α

Pα(t) (35)

is the total power developed by the electromotive forces
represented by δµα . By comparing with Eq. (16), we observe
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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FIG. 2. Heat fluxes at the left (solid lines) and right (dashed lines)
reservoirs as well as the flux Q̇diss

S (t) (circles) for a driven level
connected to reservoirs at finite temperature kBT = 0.05 and with
a small applied bias δµ = 0.004. The energy of the level evolves
in time as V (t) = 7 cos(ωt) with !ω = 10−3. Parameters: µ = 2,
ε0 = 0, and the hybridization are $L = 1 and $R = 0.6. Energies are
expressed in units of $L. Sketches illustrating the physical processes
as function of time are also provided. In each case, the horizontal
central line indicates the position of the level at a given time referred
to the position of the chemical potentials of the reservoirs, while the
red arrows indicate the direction of the heat flux associated to the
reservoirs.

frozen density of states (or spectral function) ρf , with the time
t treated as a parameter.

In particular, starting from Eq. (68) to compute Q̇α(t) up
to second order in ω,δµ we find Q̇α(t) = Q̇α(t)(1) + Q̇α(t)(2)

with

Q̇α(t)(1) = 'V̇
α V̇ + 'δµ

α δµ, (70)

Q̇α(t)(2) = 'V̇ 2

α V̇ 2 + 'V̈
α V̈ + 'V̇ δµ

α V̇ δµ + 'δµ2

α δµ2.

(71)

On the other hand, if we take into account the relation for
the entropy production of Eq. (48), and the expressions within
the low frequency approximation, Eqs. (70), (56), and (C1),
we can also compute Q̇diss

S (t) up to second order in ω,δµ as
Q̇diss

S (t) = Q̇diss
S (t)(1) + Q̇diss

S (t)(2), where the first and second
orders are

Q̇diss
S (t)(1) = 'V̇

S V̇ ,
(72)

Q̇diss
S (t)(2) = 'V̇ 2

S V̇ 2 + 'V̈
S V̈ + '

V̇ δµ
S V̇ δµ.

The behavior of the heat flux at the two reservoirs, along
with Q̇diss

S (t) within a period, is shown in Fig. 2 for reservoirs
at finite temperature T and a small applied bias voltage
µL − µR = eV . For t = 0, the energy of the level is above
the highest chemical potential µL. As t evolves, the energy of
level approaches µL from above and when ε(t) − µL ∼ kBT ,
a heat flux leaves the left reservoir, traveling through the
central level towards the right reservoir. When the energy of the
level becomes approximately aligned with the mean chemical
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FIG. 3. The different components of the total heat production
Q̇diss

tot (t) = −P diss
tot (t) as a function of time for a single level coupled to

two reservoirs within the adiabatic regime. Dashed lines corresponds
to reservoirs at T = 0, while solid lines are for kBT = 0.05. Other
parameters are the same as in Fig. 2. Energies are expressed in units
of $L. The upper panel shows that the heat flux at the reservoirs
is positive and equal to −P diss

tot at T = 0 and may attain negative
values at finite temperature. The dissipative heat flux at the driven
dot Q̇diss

S (t), in the second panel, vanishes when T = 0. The bottom
panel shows the total dissipative power P diss

tot .

potential of the reservoirs, the heat flow goes from the central
piece into the two reservoirs. Later, the level lies well below
the lowest chemical potential µR and the heat flux becomes
vanishingly small. When the level oscillation completes half
a period (t = τ/2), the motion reverses and approaches µR

from below. For µR − ε(t) ∼ kBT , a heat flux is established
from the reservoirs to the central piece until the level aligns
with the mean chemical potential. Then, the heat flows from
the central system into the reservoirs.

It is interesting to analyze the total entropy production of the
above processes as a function of time. Let us start by noticing
that ρ

f
α ! 0 and ∂εf " 0. Then, from Eqs. (56) and (C1) for

the dissipated power in the adiabatic regime, it follows that
P diss

tot (t) " 0 and therefore

Ṡdiss(t) ! 0. (73)

As discussed in Sec. IV D, the instantaneous rate of entropy
production contains terms associated to the heat production in
the reservoirs as well as terms associated to the heat production
at the central piece, as explicitly defined in Eq. (48). While in
Fig. 2 each of these contributions is separately analyzed, in
Fig. 3, we show the combined effect.
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D. Instantaneous entropy production

As discussed in Sec. III B, the power developed by the
dissipative forces is related to the heat and entropy production,
while the power developed by the conservative forces leads
to reversible heat with strictly zero average. We define the
conservative component of the force as

Fcons(t) = −Tr
(

ρf ∂H
∂V

)
, (45)

where ρf is the frozen density operator, i.e., the equilibrium
density operator considering the Hamiltonian H frozen at
time t. Hence the instantaneous rate of entropy production
reads

Ṡrev(t) = 1
T

Q̇rev
tot (t) = − 1

T
P cons

tot (t),
(46)

Ṡdiss(t) = 1
T

Q̇diss
tot (t) = − 1

T
P diss

tot (t),

with Ptot(t) = Pel(t) + Pac(t) = P diss
tot (t) + P cons

tot (t). Here we
stress that the power developed by the batteries Pel(t) is only
dissipative, while the power developed by the ac forces has
dissipative and conservative components. From the definition
of the heat flux through the central system, Eq. (43), and the
definition of the energy stored in this piece of the setup,
Eq. (38), we can write the dissipative component of this
flux simply by subtracting the conservative component of the
power. The result is

Q̇diss
S (t) = Q̇S(t) + P cons

tot (t). (47)

On the other hand, it is natural to conjecture that the heat
production at the reservoirs is purely dissipative. Then, we
express the irreversible entropy production as

Ṡdiss(t) = 1
T

[
∑

α

Q̇α(t) + Q̇diss
S (t)

]

= − 1
T

P diss
tot (t). (48)

As stressed in Sec. III B, the reversible component of the
heat flux, related to the conservative forces contribute only
dynamically. In fact, when averaging over one cycle, the net
contribution vanishes

P cons
tot = Q̇rev

tot = Ṡrev = 0. (49)

Instead, the dissipative entropy production Ṡdiss(t) has a
nonvanishing average. This does not mean that all the terms
of Eq. (48) have a nonvanishing average. In fact, from the
conservation laws Eqs. (31) and (32), we can see that

Q̇diss
S = Q̇S = 0 (50)

and also the terms JE
cα(t) entering Q̇α(t) have a zero average,

as discussed in Ref. [40]. In the next section, we will further
analyze the role of these terms. We anticipate that they are
crucial to guarantee the second law instantaneously, in the
sense that at each time

Ṡdiss(t) ! 0. (51)

V. TIME-DEPENDENT ADIABATIC APPROACH

In this section, we focus on slow driving. Our analysis
will be based on the approach presented in Ref. [13], which

consists of a linear response picture akin to Kubo theory in
δµα combined to an adiabatic expansion in V̇. For the sake of
clarity, we consider a two-terminal setup with left and right
reservoirs, α = L,R, and µL = µ and µR = µ − δµ. In this
approach, the forces and the currents, as well as the mean value
of any observable, is regarded as an expansion in powers of
δµ,V̇ . In what follows, we focus on the forces and the charge
current entering the right reservoir, and keep up to linear order
in these parameters:

Fj (t) = F cons
j +

∑

l

%FV
jl V̇l + %

Fµ
j δµ,

(52)
IC
R (t) =

∑

l

%CV
l V̇l + %Cµδµ,

where F cons
j was defined in Eq. (45) and the linear response

coefficients are related to susceptibilities evaluated with the
frozen density operator ρf . Their dependence on time is
calculated from the frozen Hamiltonian evaluated at t [13].
Hence the power developed by the ac forces and by the dc
batteries read, respectively,

Pac(t) = P cons
ac (t) +

∑

j l

%FV
jl V̇l(t)V̇j (t) +

∑

j

%
Fµ
j δµV̇j (t),

Pel(t) = −
∑

l

%CV
l V̇lδµ − %Cµδµ2, (53)

with

P cons
ac (t) = P cons

tot (t) =
∑

j

F cons
j V̇j (t). (54)

In Eq. (53), the negative sign of Pel follows the definition given
by Eq. (33). As shown in Ref. [13] for systems with time-
reversal symmetry, the coefficients % obey microreversibility
and satisfy Onsager relations

%FV
jl = %FV

lj , %CV
l = %

Fµ
l . (55)

Therefore the instantaneous dissipated power defining the rate
of entropy production is

P diss
tot (t) =

∑

j l

%FV
jl V̇l(t)V̇j (t) − %Cµδµ2. (56)

This term must be positive in order to satisfy the instantaneous
second law, Eq. (51).

VI. EXAMPLE: A SINGLE DRIVEN LEVEL
COUPLED TO TWO RESERVOIRS

In order to analyze the theoretical concepts introduced
above, we consider a simple central system of the form (see
sketch of Fig. 1)

HS = εd (t)d†d, (57)

which consists of a driven single resonant energy level εd (t) =
ε0 + V (t) (e.g., a quantum dot) coupled to two fermionic baths
(left and right), with µL = µ and µR = µ − δµ, respectively.
Both of them are kept at the same temperature, T . In Ref. [40],
we considered the single reservoir case with T = 0, and now
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D. Instantaneous entropy production

As discussed in Sec. III B, the power developed by the
dissipative forces is related to the heat and entropy production,
while the power developed by the conservative forces leads
to reversible heat with strictly zero average. We define the
conservative component of the force as

Fcons(t) = −Tr
(

ρf ∂H
∂V

)
, (45)

where ρf is the frozen density operator, i.e., the equilibrium
density operator considering the Hamiltonian H frozen at
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T

Q̇rev
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T
P cons

tot (t),
(46)
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T
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tot (t),

with Ptot(t) = Pel(t) + Pac(t) = P diss
tot (t) + P cons

tot (t). Here we
stress that the power developed by the batteries Pel(t) is only
dissipative, while the power developed by the ac forces has
dissipative and conservative components. From the definition
of the heat flux through the central system, Eq. (43), and the
definition of the energy stored in this piece of the setup,
Eq. (38), we can write the dissipative component of this
flux simply by subtracting the conservative component of the
power. The result is

Q̇diss
S (t) = Q̇S(t) + P cons

tot (t). (47)

On the other hand, it is natural to conjecture that the heat
production at the reservoirs is purely dissipative. Then, we
express the irreversible entropy production as

Ṡdiss(t) = 1
T

[
∑

α

Q̇α(t) + Q̇diss
S (t)

]

= − 1
T

P diss
tot (t). (48)

As stressed in Sec. III B, the reversible component of the
heat flux, related to the conservative forces contribute only
dynamically. In fact, when averaging over one cycle, the net
contribution vanishes

P cons
tot = Q̇rev

tot = Ṡrev = 0. (49)

Instead, the dissipative entropy production Ṡdiss(t) has a
nonvanishing average. This does not mean that all the terms
of Eq. (48) have a nonvanishing average. In fact, from the
conservation laws Eqs. (31) and (32), we can see that

Q̇diss
S = Q̇S = 0 (50)

and also the terms JE
cα(t) entering Q̇α(t) have a zero average,

as discussed in Ref. [40]. In the next section, we will further
analyze the role of these terms. We anticipate that they are
crucial to guarantee the second law instantaneously, in the
sense that at each time

Ṡdiss(t) ! 0. (51)

V. TIME-DEPENDENT ADIABATIC APPROACH

In this section, we focus on slow driving. Our analysis
will be based on the approach presented in Ref. [13], which

consists of a linear response picture akin to Kubo theory in
δµα combined to an adiabatic expansion in V̇. For the sake of
clarity, we consider a two-terminal setup with left and right
reservoirs, α = L,R, and µL = µ and µR = µ − δµ. In this
approach, the forces and the currents, as well as the mean value
of any observable, is regarded as an expansion in powers of
δµ,V̇ . In what follows, we focus on the forces and the charge
current entering the right reservoir, and keep up to linear order
in these parameters:

Fj (t) = F cons
j +

∑

l

%FV
jl V̇l + %

Fµ
j δµ,

(52)
IC
R (t) =

∑

l

%CV
l V̇l + %Cµδµ,

where F cons
j was defined in Eq. (45) and the linear response

coefficients are related to susceptibilities evaluated with the
frozen density operator ρf . Their dependence on time is
calculated from the frozen Hamiltonian evaluated at t [13].
Hence the power developed by the ac forces and by the dc
batteries read, respectively,

Pac(t) = P cons
ac (t) +

∑

j l

%FV
jl V̇l(t)V̇j (t) +

∑

j

%
Fµ
j δµV̇j (t),

Pel(t) = −
∑

l

%CV
l V̇lδµ − %Cµδµ2, (53)

with

P cons
ac (t) = P cons

tot (t) =
∑

j

F cons
j V̇j (t). (54)

In Eq. (53), the negative sign of Pel follows the definition given
by Eq. (33). As shown in Ref. [13] for systems with time-
reversal symmetry, the coefficients % obey microreversibility
and satisfy Onsager relations

%FV
jl = %FV

lj , %CV
l = %

Fµ
l . (55)

Therefore the instantaneous dissipated power defining the rate
of entropy production is

P diss
tot (t) =

∑

j l

%FV
jl V̇l(t)V̇j (t) − %Cµδµ2. (56)

This term must be positive in order to satisfy the instantaneous
second law, Eq. (51).

VI. EXAMPLE: A SINGLE DRIVEN LEVEL
COUPLED TO TWO RESERVOIRS

In order to analyze the theoretical concepts introduced
above, we consider a simple central system of the form (see
sketch of Fig. 1)

HS = εd (t)d†d, (57)

which consists of a driven single resonant energy level εd (t) =
ε0 + V (t) (e.g., a quantum dot) coupled to two fermionic baths
(left and right), with µL = µ and µR = µ − δµ, respectively.
Both of them are kept at the same temperature, T . In Ref. [40],
we considered the single reservoir case with T = 0, and now
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D. Instantaneous entropy production

As discussed in Sec. III B, the power developed by the
dissipative forces is related to the heat and entropy production,
while the power developed by the conservative forces leads
to reversible heat with strictly zero average. We define the
conservative component of the force as

Fcons(t) = −Tr
(

ρf ∂H
∂V

)
, (45)

where ρf is the frozen density operator, i.e., the equilibrium
density operator considering the Hamiltonian H frozen at
time t. Hence the instantaneous rate of entropy production
reads

Ṡrev(t) = 1
T

Q̇rev
tot (t) = − 1

T
P cons

tot (t),
(46)

Ṡdiss(t) = 1
T

Q̇diss
tot (t) = − 1

T
P diss

tot (t),

with Ptot(t) = Pel(t) + Pac(t) = P diss
tot (t) + P cons

tot (t). Here we
stress that the power developed by the batteries Pel(t) is only
dissipative, while the power developed by the ac forces has
dissipative and conservative components. From the definition
of the heat flux through the central system, Eq. (43), and the
definition of the energy stored in this piece of the setup,
Eq. (38), we can write the dissipative component of this
flux simply by subtracting the conservative component of the
power. The result is

Q̇diss
S (t) = Q̇S(t) + P cons

tot (t). (47)

On the other hand, it is natural to conjecture that the heat
production at the reservoirs is purely dissipative. Then, we
express the irreversible entropy production as

Ṡdiss(t) = 1
T

[
∑

α

Q̇α(t) + Q̇diss
S (t)

]

= − 1
T

P diss
tot (t). (48)

As stressed in Sec. III B, the reversible component of the
heat flux, related to the conservative forces contribute only
dynamically. In fact, when averaging over one cycle, the net
contribution vanishes

P cons
tot = Q̇rev

tot = Ṡrev = 0. (49)

Instead, the dissipative entropy production Ṡdiss(t) has a
nonvanishing average. This does not mean that all the terms
of Eq. (48) have a nonvanishing average. In fact, from the
conservation laws Eqs. (31) and (32), we can see that

Q̇diss
S = Q̇S = 0 (50)

and also the terms JE
cα(t) entering Q̇α(t) have a zero average,

as discussed in Ref. [40]. In the next section, we will further
analyze the role of these terms. We anticipate that they are
crucial to guarantee the second law instantaneously, in the
sense that at each time

Ṡdiss(t) ! 0. (51)

V. TIME-DEPENDENT ADIABATIC APPROACH

In this section, we focus on slow driving. Our analysis
will be based on the approach presented in Ref. [13], which

consists of a linear response picture akin to Kubo theory in
δµα combined to an adiabatic expansion in V̇. For the sake of
clarity, we consider a two-terminal setup with left and right
reservoirs, α = L,R, and µL = µ and µR = µ − δµ. In this
approach, the forces and the currents, as well as the mean value
of any observable, is regarded as an expansion in powers of
δµ,V̇ . In what follows, we focus on the forces and the charge
current entering the right reservoir, and keep up to linear order
in these parameters:

Fj (t) = F cons
j +

∑

l

%FV
jl V̇l + %

Fµ
j δµ,

(52)
IC
R (t) =

∑

l

%CV
l V̇l + %Cµδµ,

where F cons
j was defined in Eq. (45) and the linear response

coefficients are related to susceptibilities evaluated with the
frozen density operator ρf . Their dependence on time is
calculated from the frozen Hamiltonian evaluated at t [13].
Hence the power developed by the ac forces and by the dc
batteries read, respectively,

Pac(t) = P cons
ac (t) +

∑

j l

%FV
jl V̇l(t)V̇j (t) +

∑

j

%
Fµ
j δµV̇j (t),

Pel(t) = −
∑

l

%CV
l V̇lδµ − %Cµδµ2, (53)

with

P cons
ac (t) = P cons

tot (t) =
∑

j

F cons
j V̇j (t). (54)

In Eq. (53), the negative sign of Pel follows the definition given
by Eq. (33). As shown in Ref. [13] for systems with time-
reversal symmetry, the coefficients % obey microreversibility
and satisfy Onsager relations

%FV
jl = %FV

lj , %CV
l = %

Fµ
l . (55)

Therefore the instantaneous dissipated power defining the rate
of entropy production is

P diss
tot (t) =

∑

j l

%FV
jl V̇l(t)V̇j (t) − %Cµδµ2. (56)

This term must be positive in order to satisfy the instantaneous
second law, Eq. (51).

VI. EXAMPLE: A SINGLE DRIVEN LEVEL
COUPLED TO TWO RESERVOIRS

In order to analyze the theoretical concepts introduced
above, we consider a simple central system of the form (see
sketch of Fig. 1)

HS = εd (t)d†d, (57)

which consists of a driven single resonant energy level εd (t) =
ε0 + V (t) (e.g., a quantum dot) coupled to two fermionic baths
(left and right), with µL = µ and µR = µ − δµ, respectively.
Both of them are kept at the same temperature, T . In Ref. [40],
we considered the single reservoir case with T = 0, and now
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FIG. 2. Heat fluxes at the left (solid lines) and right (dashed lines)
reservoirs as well as the flux Q̇diss

S (t) (circles) for a driven level
connected to reservoirs at finite temperature kBT = 0.05 and with
a small applied bias δµ = 0.004. The energy of the level evolves
in time as V (t) = 7 cos(ωt) with !ω = 10−3. Parameters: µ = 2,
ε0 = 0, and the hybridization are $L = 1 and $R = 0.6. Energies are
expressed in units of $L. Sketches illustrating the physical processes
as function of time are also provided. In each case, the horizontal
central line indicates the position of the level at a given time referred
to the position of the chemical potentials of the reservoirs, while the
red arrows indicate the direction of the heat flux associated to the
reservoirs.

frozen density of states (or spectral function) ρf , with the time
t treated as a parameter.

In particular, starting from Eq. (68) to compute Q̇α(t) up
to second order in ω,δµ we find Q̇α(t) = Q̇α(t)(1) + Q̇α(t)(2)

with

Q̇α(t)(1) = 'V̇
α V̇ + 'δµ

α δµ, (70)

Q̇α(t)(2) = 'V̇ 2

α V̇ 2 + 'V̈
α V̈ + 'V̇ δµ

α V̇ δµ + 'δµ2

α δµ2.

(71)

On the other hand, if we take into account the relation for
the entropy production of Eq. (48), and the expressions within
the low frequency approximation, Eqs. (70), (56), and (C1),
we can also compute Q̇diss

S (t) up to second order in ω,δµ as
Q̇diss

S (t) = Q̇diss
S (t)(1) + Q̇diss

S (t)(2), where the first and second
orders are

Q̇diss
S (t)(1) = 'V̇

S V̇ ,
(72)

Q̇diss
S (t)(2) = 'V̇ 2

S V̇ 2 + 'V̈
S V̈ + '

V̇ δµ
S V̇ δµ.

The behavior of the heat flux at the two reservoirs, along
with Q̇diss

S (t) within a period, is shown in Fig. 2 for reservoirs
at finite temperature T and a small applied bias voltage
µL − µR = eV . For t = 0, the energy of the level is above
the highest chemical potential µL. As t evolves, the energy of
level approaches µL from above and when ε(t) − µL ∼ kBT ,
a heat flux leaves the left reservoir, traveling through the
central level towards the right reservoir. When the energy of the
level becomes approximately aligned with the mean chemical
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FIG. 3. The different components of the total heat production
Q̇diss

tot (t) = −P diss
tot (t) as a function of time for a single level coupled to

two reservoirs within the adiabatic regime. Dashed lines corresponds
to reservoirs at T = 0, while solid lines are for kBT = 0.05. Other
parameters are the same as in Fig. 2. Energies are expressed in units
of $L. The upper panel shows that the heat flux at the reservoirs
is positive and equal to −P diss

tot at T = 0 and may attain negative
values at finite temperature. The dissipative heat flux at the driven
dot Q̇diss

S (t), in the second panel, vanishes when T = 0. The bottom
panel shows the total dissipative power P diss

tot .

potential of the reservoirs, the heat flow goes from the central
piece into the two reservoirs. Later, the level lies well below
the lowest chemical potential µR and the heat flux becomes
vanishingly small. When the level oscillation completes half
a period (t = τ/2), the motion reverses and approaches µR

from below. For µR − ε(t) ∼ kBT , a heat flux is established
from the reservoirs to the central piece until the level aligns
with the mean chemical potential. Then, the heat flows from
the central system into the reservoirs.

It is interesting to analyze the total entropy production of the
above processes as a function of time. Let us start by noticing
that ρ

f
α ! 0 and ∂εf " 0. Then, from Eqs. (56) and (C1) for

the dissipated power in the adiabatic regime, it follows that
P diss

tot (t) " 0 and therefore

Ṡdiss(t) ! 0. (73)

As discussed in Sec. IV D, the instantaneous rate of entropy
production contains terms associated to the heat production in
the reservoirs as well as terms associated to the heat production
at the central piece, as explicitly defined in Eq. (48). While in
Fig. 2 each of these contributions is separately analyzed, in
Fig. 3, we show the combined effect.
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connected to reservoirs at finite temperature kBT = 0.05 and with
a small applied bias δµ = 0.004. The energy of the level evolves
in time as V (t) = 7 cos(ωt) with !ω = 10−3. Parameters: µ = 2,
ε0 = 0, and the hybridization are $L = 1 and $R = 0.6. Energies are
expressed in units of $L. Sketches illustrating the physical processes
as function of time are also provided. In each case, the horizontal
central line indicates the position of the level at a given time referred
to the position of the chemical potentials of the reservoirs, while the
red arrows indicate the direction of the heat flux associated to the
reservoirs.

frozen density of states (or spectral function) ρf , with the time
t treated as a parameter.

In particular, starting from Eq. (68) to compute Q̇α(t) up
to second order in ω,δµ we find Q̇α(t) = Q̇α(t)(1) + Q̇α(t)(2)

with

Q̇α(t)(1) = 'V̇
α V̇ + 'δµ

α δµ, (70)

Q̇α(t)(2) = 'V̇ 2

α V̇ 2 + 'V̈
α V̈ + 'V̇ δµ

α V̇ δµ + 'δµ2

α δµ2.

(71)

On the other hand, if we take into account the relation for
the entropy production of Eq. (48), and the expressions within
the low frequency approximation, Eqs. (70), (56), and (C1),
we can also compute Q̇diss

S (t) up to second order in ω,δµ as
Q̇diss

S (t) = Q̇diss
S (t)(1) + Q̇diss

S (t)(2), where the first and second
orders are

Q̇diss
S (t)(1) = 'V̇

S V̇ ,
(72)

Q̇diss
S (t)(2) = 'V̇ 2

S V̇ 2 + 'V̈
S V̈ + '

V̇ δµ
S V̇ δµ.

The behavior of the heat flux at the two reservoirs, along
with Q̇diss

S (t) within a period, is shown in Fig. 2 for reservoirs
at finite temperature T and a small applied bias voltage
µL − µR = eV . For t = 0, the energy of the level is above
the highest chemical potential µL. As t evolves, the energy of
level approaches µL from above and when ε(t) − µL ∼ kBT ,
a heat flux leaves the left reservoir, traveling through the
central level towards the right reservoir. When the energy of the
level becomes approximately aligned with the mean chemical
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FIG. 3. The different components of the total heat production
Q̇diss

tot (t) = −P diss
tot (t) as a function of time for a single level coupled to

two reservoirs within the adiabatic regime. Dashed lines corresponds
to reservoirs at T = 0, while solid lines are for kBT = 0.05. Other
parameters are the same as in Fig. 2. Energies are expressed in units
of $L. The upper panel shows that the heat flux at the reservoirs
is positive and equal to −P diss

tot at T = 0 and may attain negative
values at finite temperature. The dissipative heat flux at the driven
dot Q̇diss

S (t), in the second panel, vanishes when T = 0. The bottom
panel shows the total dissipative power P diss

tot .

potential of the reservoirs, the heat flow goes from the central
piece into the two reservoirs. Later, the level lies well below
the lowest chemical potential µR and the heat flux becomes
vanishingly small. When the level oscillation completes half
a period (t = τ/2), the motion reverses and approaches µR

from below. For µR − ε(t) ∼ kBT , a heat flux is established
from the reservoirs to the central piece until the level aligns
with the mean chemical potential. Then, the heat flows from
the central system into the reservoirs.

It is interesting to analyze the total entropy production of the
above processes as a function of time. Let us start by noticing
that ρ

f
α ! 0 and ∂εf " 0. Then, from Eqs. (56) and (C1) for

the dissipated power in the adiabatic regime, it follows that
P diss

tot (t) " 0 and therefore

Ṡdiss(t) ! 0. (73)

As discussed in Sec. IV D, the instantaneous rate of entropy
production contains terms associated to the heat production in
the reservoirs as well as terms associated to the heat production
at the central piece, as explicitly defined in Eq. (48). While in
Fig. 2 each of these contributions is separately analyzed, in
Fig. 3, we show the combined effect.
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LUDOVICO, MOSKALETS, SÁNCHEZ, AND ARRACHEA PHYSICAL REVIEW B 94, 035436 (2016)

FIG. 2. Heat fluxes at the left (solid lines) and right (dashed lines)
reservoirs as well as the flux Q̇diss

S (t) (circles) for a driven level
connected to reservoirs at finite temperature kBT = 0.05 and with
a small applied bias δµ = 0.004. The energy of the level evolves
in time as V (t) = 7 cos(ωt) with !ω = 10−3. Parameters: µ = 2,
ε0 = 0, and the hybridization are $L = 1 and $R = 0.6. Energies are
expressed in units of $L. Sketches illustrating the physical processes
as function of time are also provided. In each case, the horizontal
central line indicates the position of the level at a given time referred
to the position of the chemical potentials of the reservoirs, while the
red arrows indicate the direction of the heat flux associated to the
reservoirs.

frozen density of states (or spectral function) ρf , with the time
t treated as a parameter.

In particular, starting from Eq. (68) to compute Q̇α(t) up
to second order in ω,δµ we find Q̇α(t) = Q̇α(t)(1) + Q̇α(t)(2)

with

Q̇α(t)(1) = 'V̇
α V̇ + 'δµ

α δµ, (70)

Q̇α(t)(2) = 'V̇ 2

α V̇ 2 + 'V̈
α V̈ + 'V̇ δµ

α V̇ δµ + 'δµ2

α δµ2.

(71)

On the other hand, if we take into account the relation for
the entropy production of Eq. (48), and the expressions within
the low frequency approximation, Eqs. (70), (56), and (C1),
we can also compute Q̇diss

S (t) up to second order in ω,δµ as
Q̇diss

S (t) = Q̇diss
S (t)(1) + Q̇diss

S (t)(2), where the first and second
orders are

Q̇diss
S (t)(1) = 'V̇

S V̇ ,
(72)

Q̇diss
S (t)(2) = 'V̇ 2

S V̇ 2 + 'V̈
S V̈ + '

V̇ δµ
S V̇ δµ.

The behavior of the heat flux at the two reservoirs, along
with Q̇diss

S (t) within a period, is shown in Fig. 2 for reservoirs
at finite temperature T and a small applied bias voltage
µL − µR = eV . For t = 0, the energy of the level is above
the highest chemical potential µL. As t evolves, the energy of
level approaches µL from above and when ε(t) − µL ∼ kBT ,
a heat flux leaves the left reservoir, traveling through the
central level towards the right reservoir. When the energy of the
level becomes approximately aligned with the mean chemical
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FIG. 3. The different components of the total heat production
Q̇diss

tot (t) = −P diss
tot (t) as a function of time for a single level coupled to

two reservoirs within the adiabatic regime. Dashed lines corresponds
to reservoirs at T = 0, while solid lines are for kBT = 0.05. Other
parameters are the same as in Fig. 2. Energies are expressed in units
of $L. The upper panel shows that the heat flux at the reservoirs
is positive and equal to −P diss

tot at T = 0 and may attain negative
values at finite temperature. The dissipative heat flux at the driven
dot Q̇diss

S (t), in the second panel, vanishes when T = 0. The bottom
panel shows the total dissipative power P diss

tot .

potential of the reservoirs, the heat flow goes from the central
piece into the two reservoirs. Later, the level lies well below
the lowest chemical potential µR and the heat flux becomes
vanishingly small. When the level oscillation completes half
a period (t = τ/2), the motion reverses and approaches µR

from below. For µR − ε(t) ∼ kBT , a heat flux is established
from the reservoirs to the central piece until the level aligns
with the mean chemical potential. Then, the heat flows from
the central system into the reservoirs.

It is interesting to analyze the total entropy production of the
above processes as a function of time. Let us start by noticing
that ρ

f
α ! 0 and ∂εf " 0. Then, from Eqs. (56) and (C1) for

the dissipated power in the adiabatic regime, it follows that
P diss

tot (t) " 0 and therefore

Ṡdiss(t) ! 0. (73)

As discussed in Sec. IV D, the instantaneous rate of entropy
production contains terms associated to the heat production in
the reservoirs as well as terms associated to the heat production
at the central piece, as explicitly defined in Eq. (48). While in
Fig. 2 each of these contributions is separately analyzed, in
Fig. 3, we show the combined effect.
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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which clearly shows that this energy reactance term is of purely an AC nature since it vanishes after
time averaging.

6.3. Power Developed by the AC Sources

The power performed by the AC potential can be calculated as PAC(t) = �
D

∂HS

∂t

E
, which is

PAC(t) = � Â
i

dVi(t)
dt

hd
†
i
(t)di(t)i = Â

i

dVi(t)
dt

Im{G
<
i,i(t, t)}. (50)

Now, replacing Equation (34) in the above equation , and using the Floquet representation, we get

PAC(t) = Â
i

Â
a=L,R

Â
l,m,n

Z
d#

h
nh̄w fa(#)GaIm{Vi(n)Gi,la(m + l, #)G⇤

i,la(l, #)e
�iwt(m�n)}. (51)

7. Relation to the Scattering Matrix Formalism

In this section, we show that the definition of the heat current in Equation (23), which includes
the contribution J

E
ca due to the contact a, is fully in agreement with the scattering matrix formalism.

From Equations (43), (45) and (48), the heat reads

Q̇a(t) = Â
l

Z
d#

h
e
�ilwtGa

⇢
iG⇤

la ,la (�l, #)(# � lh̄w

2
� µa)( fa(#) � fa(# � lh̄w)) (52)

� Â
n

Â
b=L,R

(# +
lh̄w

2
� µa)( fa(#) � fb(# � nh̄w))GbGla ,lb (l + n, # � nh̄w)G⇤

la ,lb (n, # � nh̄w)

)

Within the scattering matrix approach, the heat flux entering the reservoir a reads [75,83]

Q̇
S

a(t) = Â
l,n

e
�ilwt

Z
d#

h
(# +

lh̄w

2
� µa) Â

b=L,R
( fb(#�n) � fa(#))S

⇤
ab(#, #�n)Sa,b(# l , #�n), (53)

where #n = # + nh̄w and S(#n, # l) is the Floquet scattering matrix which is related to the Green function
via the generalized Fisher-Lee relation [68]

Sab(#m, #n) = da,bdm,n � i

q
Ga(#m)Gb(#n)Gla ,lb

(m � n, #n). (54)

Using this relation, we find that

Q̇
S

a(t) = Â
l,n

Z
d#

h
e
�ilwt(# +

lh̄w

2
� µa) Â

b=L,R
( fb(# � nh̄w) � fa(#)) (55)

⇥G⇤
la ,lb

(n, # � nh̄w)

⇢
idabdl,�n

q
GaGb + GaGbGla ,lb

(l + n, # � nh̄w)

�
,

Then, after some algebra and by comparing with Equation (52), we have Q̇
S
a(t) = Q̇a(t).

8. Low Frequency Expansion

For low frequencies of the driving potentials, a solution of the Dyson equation (37) up to O(w)
can be obtained by expanding in powers of the AC frequency as

Ĝ
R(t, #) ⇠ Ĝ

0(#) + Ĝ
R(t, #)V̂(t)Ĝ

0(#) + ih̄∂#Ĝ
R(t, #)

dV̂(t)
dt

Ĝ
0(#). (56)
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which clearly shows that this energy reactance term is of purely an AC nature since it vanishes after
time averaging.

6.3. Power Developed by the AC Sources

The power performed by the AC potential can be calculated as PAC(t) = �
D

∂HS

∂t

E
, which is

PAC(t) = � Â
i

dVi(t)
dt

hd
†
i
(t)di(t)i = Â

i

dVi(t)
dt

Im{G
<
i,i(t, t)}. (50)

Now, replacing Equation (34) in the above equation , and using the Floquet representation, we get

PAC(t) = Â
i

Â
a=L,R

Â
l,m,n

Z
d#

h
nh̄w fa(#)GaIm{Vi(n)Gi,la(m + l, #)G⇤

i,la(l, #)e
�iwt(m�n)}. (51)

7. Relation to the Scattering Matrix Formalism

In this section, we show that the definition of the heat current in Equation (23), which includes
the contribution J

E
ca due to the contact a, is fully in agreement with the scattering matrix formalism.

From Equations (43), (45) and (48), the heat reads

Q̇a(t) = Â
l

Z
d#

h
e
�ilwtGa

⇢
iG⇤

la ,la (�l, #)(# � lh̄w

2
� µa)( fa(#) � fa(# � lh̄w)) (52)

� Â
n

Â
b=L,R

(# +
lh̄w

2
� µa)( fa(#) � fb(# � nh̄w))GbGla ,lb (l + n, # � nh̄w)G⇤

la ,lb (n, # � nh̄w)

)

Within the scattering matrix approach, the heat flux entering the reservoir a reads [75,83]

Q̇
S

a(t) = Â
l,n

e
�ilwt

Z
d#

h
(# +

lh̄w

2
� µa) Â

b=L,R
( fb(#�n) � fa(#))S

⇤
ab(#, #�n)Sa,b(# l , #�n), (53)

where #n = # + nh̄w and S(#n, # l) is the Floquet scattering matrix which is related to the Green function
via the generalized Fisher-Lee relation [68]

Sab(#m, #n) = da,bdm,n � i

q
Ga(#m)Gb(#n)Gla ,lb

(m � n, #n). (54)

Using this relation, we find that

Q̇
S

a(t) = Â
l,n

Z
d#

h
e
�ilwt(# +

lh̄w

2
� µa) Â

b=L,R
( fb(# � nh̄w) � fa(#)) (55)

⇥G⇤
la ,lb

(n, # � nh̄w)

⇢
idabdl,�n

q
GaGb + GaGbGla ,lb

(l + n, # � nh̄w)

�
,

Then, after some algebra and by comparing with Equation (52), we have Q̇
S
a(t) = Q̇a(t).

8. Low Frequency Expansion

For low frequencies of the driving potentials, a solution of the Dyson equation (37) up to O(w)
can be obtained by expanding in powers of the AC frequency as

Ĝ
R(t, #) ⇠ Ĝ

0(#) + Ĝ
R(t, #)V̂(t)Ĝ

0(#) + ih̄∂#Ĝ
R(t, #)

dV̂(t)
dt

Ĝ
0(#). (56)
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which clearly shows that this energy reactance term is of purely an AC nature since it vanishes after
time averaging.

6.3. Power Developed by the AC Sources

The power performed by the AC potential can be calculated as PAC(t) = �
D

∂HS

∂t

E
, which is

PAC(t) = � Â
i

dVi(t)
dt

hd
†
i
(t)di(t)i = Â

i

dVi(t)
dt

Im{G
<
i,i(t, t)}. (50)

Now, replacing Equation (34) in the above equation , and using the Floquet representation, we get

PAC(t) = Â
i

Â
a=L,R

Â
l,m,n

Z
d#

h
nh̄w fa(#)GaIm{Vi(n)Gi,la(m + l, #)G⇤

i,la(l, #)e
�iwt(m�n)}. (51)

7. Relation to the Scattering Matrix Formalism

In this section, we show that the definition of the heat current in Equation (23), which includes
the contribution J

E
ca due to the contact a, is fully in agreement with the scattering matrix formalism.

From Equations (43), (45) and (48), the heat reads

Q̇a(t) = Â
l

Z
d#

h
e
�ilwtGa

⇢
iG⇤

la ,la (�l, #)(# � lh̄w

2
� µa)( fa(#) � fa(# � lh̄w)) (52)

� Â
n

Â
b=L,R

(# +
lh̄w

2
� µa)( fa(#) � fb(# � nh̄w))GbGla ,lb (l + n, # � nh̄w)G⇤

la ,lb (n, # � nh̄w)

)

Within the scattering matrix approach, the heat flux entering the reservoir a reads [75,83]

Q̇
S

a(t) = Â
l,n

e
�ilwt

Z
d#

h
(# +

lh̄w

2
� µa) Â

b=L,R
( fb(#�n) � fa(#))S

⇤
ab(#, #�n)Sa,b(# l , #�n), (53)

where #n = # + nh̄w and S(#n, # l) is the Floquet scattering matrix which is related to the Green function
via the generalized Fisher-Lee relation [68]

Sab(#m, #n) = da,bdm,n � i

q
Ga(#m)Gb(#n)Gla ,lb

(m � n, #n). (54)

Using this relation, we find that

Q̇
S

a(t) = Â
l,n

Z
d#

h
e
�ilwt(# +

lh̄w

2
� µa) Â

b=L,R
( fb(# � nh̄w) � fa(#)) (55)

⇥G⇤
la ,lb

(n, # � nh̄w)

⇢
idabdl,�n

q
GaGb + GaGbGla ,lb

(l + n, # � nh̄w)

�
,

Then, after some algebra and by comparing with Equation (52), we have Q̇
S
a(t) = Q̇a(t).

8. Low Frequency Expansion

For low frequencies of the driving potentials, a solution of the Dyson equation (37) up to O(w)
can be obtained by expanding in powers of the AC frequency as

Ĝ
R(t, #) ⇠ Ĝ

0(#) + Ĝ
R(t, #)V̂(t)Ĝ

0(#) + ih̄∂#Ĝ
R(t, #)

dV̂(t)
dt

Ĝ
0(#). (56)
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which clearly shows that this energy reactance term is of purely an AC nature since it vanishes after
time averaging.

6.3. Power Developed by the AC Sources

The power performed by the AC potential can be calculated as PAC(t) = �
D

∂HS

∂t

E
, which is

PAC(t) = � Â
i

dVi(t)
dt

hd
†
i
(t)di(t)i = Â

i

dVi(t)
dt

Im{G
<
i,i(t, t)}. (50)

Now, replacing Equation (34) in the above equation , and using the Floquet representation, we get

PAC(t) = Â
i

Â
a=L,R

Â
l,m,n

Z
d#

h
nh̄w fa(#)GaIm{Vi(n)Gi,la(m + l, #)G⇤

i,la(l, #)e
�iwt(m�n)}. (51)

7. Relation to the Scattering Matrix Formalism

In this section, we show that the definition of the heat current in Equation (23), which includes
the contribution J

E
ca due to the contact a, is fully in agreement with the scattering matrix formalism.

From Equations (43), (45) and (48), the heat reads

Q̇a(t) = Â
l

Z
d#

h
e
�ilwtGa

⇢
iG⇤

la ,la (�l, #)(# � lh̄w

2
� µa)( fa(#) � fa(# � lh̄w)) (52)

� Â
n

Â
b=L,R

(# +
lh̄w

2
� µa)( fa(#) � fb(# � nh̄w))GbGla ,lb (l + n, # � nh̄w)G⇤

la ,lb (n, # � nh̄w)

)

Within the scattering matrix approach, the heat flux entering the reservoir a reads [75,83]

Q̇
S

a(t) = Â
l,n

e
�ilwt

Z
d#

h
(# +

lh̄w

2
� µa) Â

b=L,R
( fb(#�n) � fa(#))S

⇤
ab(#, #�n)Sa,b(# l , #�n), (53)

where #n = # + nh̄w and S(#n, # l) is the Floquet scattering matrix which is related to the Green function
via the generalized Fisher-Lee relation [68]

Sab(#m, #n) = da,bdm,n � i

q
Ga(#m)Gb(#n)Gla ,lb

(m � n, #n). (54)

Using this relation, we find that

Q̇
S

a(t) = Â
l,n

Z
d#

h
e
�ilwt(# +

lh̄w

2
� µa) Â

b=L,R
( fb(# � nh̄w) � fa(#)) (55)

⇥G⇤
la ,lb

(n, # � nh̄w)

⇢
idabdl,�n

q
GaGb + GaGbGla ,lb

(l + n, # � nh̄w)

�
,

Then, after some algebra and by comparing with Equation (52), we have Q̇
S
a(t) = Q̇a(t).

8. Low Frequency Expansion

For low frequencies of the driving potentials, a solution of the Dyson equation (37) up to O(w)
can be obtained by expanding in powers of the AC frequency as

Ĝ
R(t, #) ⇠ Ĝ

0(#) + Ĝ
R(t, #)V̂(t)Ĝ

0(#) + ih̄∂#Ĝ
R(t, #)

dV̂(t)
dt

Ĝ
0(#). (56)
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which clearly shows that this energy reactance term is of purely an AC nature since it vanishes after
time averaging.

6.3. Power Developed by the AC Sources

The power performed by the AC potential can be calculated as PAC(t) = �
D

∂HS

∂t

E
, which is

PAC(t) = � Â
i

dVi(t)
dt

hd
†
i
(t)di(t)i = Â

i

dVi(t)
dt

Im{G
<
i,i(t, t)}. (50)

Now, replacing Equation (34) in the above equation , and using the Floquet representation, we get

PAC(t) = Â
i

Â
a=L,R

Â
l,m,n

Z
d#

h
nh̄w fa(#)GaIm{Vi(n)Gi,la(m + l, #)G⇤

i,la(l, #)e
�iwt(m�n)}. (51)

7. Relation to the Scattering Matrix Formalism

In this section, we show that the definition of the heat current in Equation (23), which includes
the contribution J

E
ca due to the contact a, is fully in agreement with the scattering matrix formalism.

From Equations (43), (45) and (48), the heat reads

Q̇a(t) = Â
l

Z
d#

h
e
�ilwtGa

⇢
iG⇤

la ,la (�l, #)(# � lh̄w

2
� µa)( fa(#) � fa(# � lh̄w)) (52)

� Â
n

Â
b=L,R

(# +
lh̄w

2
� µa)( fa(#) � fb(# � nh̄w))GbGla ,lb (l + n, # � nh̄w)G⇤

la ,lb (n, # � nh̄w)

)

Within the scattering matrix approach, the heat flux entering the reservoir a reads [75,83]

Q̇
S

a(t) = Â
l,n

e
�ilwt

Z
d#

h
(# +

lh̄w

2
� µa) Â

b=L,R
( fb(#�n) � fa(#))S

⇤
ab(#, #�n)Sa,b(# l , #�n), (53)

where #n = # + nh̄w and S(#n, # l) is the Floquet scattering matrix which is related to the Green function
via the generalized Fisher-Lee relation [68]
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Then, after some algebra and by comparing with Equation (52), we have Q̇
S
a(t) = Q̇a(t).

8. Low Frequency Expansion

For low frequencies of the driving potentials, a solution of the Dyson equation (37) up to O(w)
can be obtained by expanding in powers of the AC frequency as

Ĝ
R(t, #) ⇠ Ĝ

0(#) + Ĝ
R(t, #)V̂(t)Ĝ

0(#) + ih̄∂#Ĝ
R(t, #)

dV̂(t)
dt

Ĝ
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Replace:

Get:

Entropy 2016, 18, 419 11 of 19

which clearly shows that this energy reactance term is of purely an AC nature since it vanishes after
time averaging.

6.3. Power Developed by the AC Sources

The power performed by the AC potential can be calculated as PAC(t) = �
D

∂HS

∂t

E
, which is

PAC(t) = � Â
i

dVi(t)
dt

hd
†
i
(t)di(t)i = Â

i

dVi(t)
dt

Im{G
<
i,i(t, t)}. (50)

Now, replacing Equation (34) in the above equation , and using the Floquet representation, we get
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d#

h
nh̄w fa(#)GaIm{Vi(n)Gi,la(m + l, #)G⇤

i,la(l, #)e
�iwt(m�n)}. (51)

7. Relation to the Scattering Matrix Formalism

In this section, we show that the definition of the heat current in Equation (23), which includes
the contribution J

E
ca due to the contact a, is fully in agreement with the scattering matrix formalism.

From Equations (43), (45) and (48), the heat reads
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Within the scattering matrix approach, the heat flux entering the reservoir a reads [75,83]
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Then, after some algebra and by comparing with Equation (52), we have Q̇
S
a(t) = Q̇a(t).

8. Low Frequency Expansion

For low frequencies of the driving potentials, a solution of the Dyson equation (37) up to O(w)
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which clearly shows that this energy reactance term is of purely an AC nature since it vanishes after
time averaging.
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The power performed by the AC potential can be calculated as PAC(t) = �
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7. Relation to the Scattering Matrix Formalism

In this section, we show that the definition of the heat current in Equation (23), which includes
the contribution J

E
ca due to the contact a, is fully in agreement with the scattering matrix formalism.
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where #n = # + nh̄w and S(#n, # l) is the Floquet scattering matrix which is related to the Green function
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Then, after some algebra and by comparing with Equation (52), we have Q̇
S
a(t) = Q̇a(t).

8. Low Frequency Expansion

For low frequencies of the driving potentials, a solution of the Dyson equation (37) up to O(w)
can be obtained by expanding in powers of the AC frequency as
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Fermi function



SUMMARY (1I)

1. The following definition of the time-dependent 
heat current flowing into the reservoir:

Can be expressed as instantaneous Joule law and 
recovers the results obtained with Scattering matrix 
in systems at any temperature, several reservoirs and 
finite applied voltages .
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that we can define the total heat variation as

Q̇tot(t) =
∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ JE

S (t)

−Pac(t) − µ
IC
S (t)
e

. (36)

Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as

∑

α

[
JE

α (t) − µα

IC
α (t)
e

+ JE
cα(t)

]
+ ĖS(t) − µ

IC
S (t)
e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
e

. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α

JE
cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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that we can define the total heat variation as
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Then, using Eq. (34) as well as the conservation laws (22) and
(28), we find

Q̇tot(t) = −Pac(t) − Pel(t). (37)

This equation is the counterpart of Eq. (17), which has
been derived within the thermodynamical approach for small
changes in the equilibrium system. In the present case, it states
that at every time, the power developed by the external sources,
including the ac forces as well as the dc batteries that impose
the chemical potential bias, is dissipated in the form of heat.

On the other hand, it is interesting to notice that for any
Hamiltonian HS(t) entering Eq. (1) we can write the variation
in time of the energy stored in the central part as

ĖS(t) ≡ ˙⟨HS⟩ = JE
S (t) − Pac(t), (38)

which does not have a net contribution since ĖS(t) = 0. Then,
Eq. (34) can also be expressed as
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+ ĖS(t) − µ

IC
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e

+Pac(t) + Pel(t) = 0. (39)

At this point, it is important to stress that we have not made
any assumption on the nature of the central system and on the
characteristics of the driving. All the equations derived in this
section rely on conservation laws only.

C. Instantaneous heat fluxes through the different
parts of the setup

In Sec. IV B, we have presented the definitions of the total
heat and work fluxes consistent with the thermodynamical
approach of Sec. III. As stressed before, these equations are
exact and general. They do not rely on any particular method
to evaluate the different fluxes or on the model describing the
full setup. Equation (39) expresses the total heat produced at
time t in the full setup composed by the central structure, the
reservoirs, and the contacts. The behavior of the time-average
of the different fluxes in Eq. (31) implies that

Q̇tot =
∑

α

Q̇α = −Pac − Pel, (40)

with

Q̇α = JE
α − µα

IC
α

e
, (41)

which is the usual definition of the dc-heat flux in the reservoir
α [43]. Equation (40) reflects the fact that the net heat
production takes place at the reservoirs.

In this section, we would like to discuss the role of the
other terms entering Eq. (39), which do not contribute to the
time-average but to the instantaneous total heat production.
A possible interpretation of these terms is to identify them

as components of the instantaneous heat fluxes flowing
through the different pieces of the device. Because of the
coupling between the central system and the reservoirs this
interpretation is quite nontrivial, see, e.g., Refs. [15,16,44,45].

Here we follow the approach introduced in Ref. [40], where
we considered the simple problem of a single driven level
coupled to one reservoir and we argued that the appropriate
definition of the time-dependent heat current flowing into the
reservoir α is

Q̇α(t) = JE
α (t) + JE

cα(t)
2

− µα

IC
α (t)
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. (42)

Notice that, in addition to the terms contributing to the
time-average given by Eq. (41), we are adding half of the
instantaneous rate of change of the energy stored at the contact
[cf. the second term in the right-hand side of Eq. (42)].
The arguments supporting this definition were presented in
Ref. [40] and are the following: (i) it is consistent with the
first law of thermodynamics, (ii) it matches the definition
obtained in continuum models solved by scattering matrix
formalism, and (iii) for the problem of an adiabatically driven
level coupled to a single reservoir at zero temperature it leads
to an instantaneous Joule-heating law, implying consistency
with the second law of thermodynamics. The latter argument
is worth of being highlighted. In fact, for a single driven system
within the adiabatic regime in contact to a reservoir at T = 0
we can just expect the heat flux to enter the reservoir at every
time. The exact calculation presented in Ref. [40] shows that
this is indeed the case when the definition given by Eq. (42) is
considered, whereas if the second term is not included in the
definition of the instantaneous heat flux, we get the nonphysical
result of a heat flux exiting a reservoir at zero temperature
for some instants. Without the consideration of this term, no
agreement can be obtained between the expressions of the
scattering matrix formalism for continuum models and the
ones derived with Green’s function formalisms with discrete
tunneling contact regions. Finally, Ref. [46] shows that Eq. (42)
leads to frequency-dependent heat current expressions that
exhibit a proper parity property when the ac frequency is
reversed.

In the case of a multiple-terminal setup, this definition of
instantaneous heat flux through the reservoir α [Eq. (42)] is
also in agreement with the scattering matrix one, as we show
in detail in Appendix A. Furthermore, Eq. (39) suggests the
following definition for the heat flux in the central piece of the
system:

Q̇S(t) = ĖS(t) − µ
IC
S (t)
e

+
∑

α
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cα(t)
2

. (43)

We stress that µ is the chemical potential of the grounded
reservoir. In this way,

Q̇tot(t) =
∑

α

Q̇α(t) + Q̇S(t). (44)

In Sec. VI, we analyze in more detail this splitting of the total
rate of heat production for a concrete example. We will see
that the interpretation of Q̇α(t) as the heat flux flowing into the
reservoir and Q̇S(t) as the one through the central system is,
in fact, meaningful within the adiabatic regime for the driving
and within linear response for the bias voltage.
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COMMENT

In order to simplify calculations, a featureless density of 
states for the reservoirs was assumed:

        sets the typical time scale for the electrons in the 
quantum dot.

Adiabatic regime implies    

Featureless                   is a very reasonable assumption 
for the adiabatic regime at low T.
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The tunneling Hamiltonian describes a particle transfer from one region to another. Although there is no particle
storage in the tunneling region itself, it has an associated amount of energy. The corresponding energy flux was
named reactance since, such as an electrical reactance, it manifests itself in time-dependent transport only. We
show here that the existence of the energy reactance leads to the universal response of a mesoscopic thermometer,
a floating contact coupled to an adiabatically driven quantum dot.
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Introduction. A very exciting experimental activity is lately
taking place in search of controlling on-demand quantum
coherent charge transport in the time domain. The recent burst
of activity started with the experimental realization of quantum
capacitors in quantum dots under ac driving [1], single-particle
emitters [2], and was followed by the generation of quantum
charged solitons over the Fermi sea (levitons) [3]. A controlled
manipulation of flying single electrons [4– 6] and their time-
resolved detection [7] has already been reported [8]. These
marvelous developments, along with the identically impressive
progress in the field of fast thermometry [9– 11], are opening
an avenue towards the study and control of the concomitant
time-dependent energy flow in the quantum realm.

The relevant systems are characterized by small (nanoscale)
components confining a small number of particles in contact
with macroscopic reservoirs. This puts the description of the
energy transport and heat generation beyond the scope of usual
thermodynamical approaches, motivating a number of formal
theoretical developments in statistical mechanics [12] and
condensed-matter physics [13]. At the heart of this problem,
there is the proper definition of the quantum heat current in
the time domain. The concept of heat looks very intuitive,
and anyone can provide a definition for it. Formally, it is a
clear and well-established concept in macroscopic systems
close to equilibrium. However, its accurate definition on the
nanoscale and in situations away from equilibrium is a deep
and subtle issue, in particular, due to the coupling between a
nanosystem and macroscopic reservoirs; see, e.g., Refs. [14–
23]. In fact, although charge and energy are concepts obeying
strict fundamental conservation laws, the definition of heat
implies the proper identification of a portion of the total energy.

An appealing scenario to address this problem from the
theoretical point of view is a periodically driven single level
in contact with an electron reservoir. This is the most basic
and meaningful setup to analyze the interplay of charge and
energy dynamics. At the same time, this is the simplest model
for a quantum resistor-capacitor (RC) circuit [24], which has

been experimentally realized [1]. A sketch is presented in
Fig. 1 where we stress that the driven level represents a
quantum dot. The nonequilibrium ingredient is provided by
the time-dependent gate voltage V (t) = V cos(!t) locally
applied to the single level. The reservoir is an electron gas
with temperature T and chemical potential µ, and the strength
of the coupling between the two subsystems is arbitrary. The
setup also includes a floating contact, which we will discuss in
detail later on.

The effect of the periodic driving is twofold. On one hand,
it induces a charge current that periodically flows between
the dot and the reservoir. On the other hand, it performs

Floating
contact

FIG. 1. Schematic of our proposal. The quantum RC circuit
consists of a quantum dot (the dark blue disk in the middle) coupled
to a fermionic reservoir (the light blue region in the left) with
well-defined temperature T and chemical potential µ. Electrons can
be transferred between the dot and the reservoir (the black curve). The
dot is capacitively coupled to a gate terminal where an ac potential
of amplitude V and frequency ! is applied. A floating contact is
also attached to the dot. For every time snapshot, the temperature T t

c

and chemical potential µt
c of the floating contact adjust themselves to

cancel both the charge and the heat currents flowing through it. This
instantaneous reaction allows for an experimental test of the energy
reactance, namely, the variation of the stored energy at the tunneling
region between the floating contact and the dot (the gray line).

2469-9950/2018/97(4)/041416(6) 041416-1 ©2018 American Physical Society
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Introduction. A very exciting experimental activity is lately
taking place in search of controlling on-demand quantum
coherent charge transport in the time domain. The recent burst
of activity started with the experimental realization of quantum
capacitors in quantum dots under ac driving [1], single-particle
emitters [2], and was followed by the generation of quantum
charged solitons over the Fermi sea (levitons) [3]. A controlled
manipulation of flying single electrons [4– 6] and their time-
resolved detection [7] has already been reported [8]. These
marvelous developments, along with the identically impressive
progress in the field of fast thermometry [9– 11], are opening
an avenue towards the study and control of the concomitant
time-dependent energy flow in the quantum realm.

The relevant systems are characterized by small (nanoscale)
components confining a small number of particles in contact
with macroscopic reservoirs. This puts the description of the
energy transport and heat generation beyond the scope of usual
thermodynamical approaches, motivating a number of formal
theoretical developments in statistical mechanics [12] and
condensed-matter physics [13]. At the heart of this problem,
there is the proper definition of the quantum heat current in
the time domain. The concept of heat looks very intuitive,
and anyone can provide a definition for it. Formally, it is a
clear and well-established concept in macroscopic systems
close to equilibrium. However, its accurate definition on the
nanoscale and in situations away from equilibrium is a deep
and subtle issue, in particular, due to the coupling between a
nanosystem and macroscopic reservoirs; see, e.g., Refs. [14–
23]. In fact, although charge and energy are concepts obeying
strict fundamental conservation laws, the definition of heat
implies the proper identification of a portion of the total energy.

An appealing scenario to address this problem from the
theoretical point of view is a periodically driven single level
in contact with an electron reservoir. This is the most basic
and meaningful setup to analyze the interplay of charge and
energy dynamics. At the same time, this is the simplest model
for a quantum resistor-capacitor (RC) circuit [24], which has

been experimentally realized [1]. A sketch is presented in
Fig. 1 where we stress that the driven level represents a
quantum dot. The nonequilibrium ingredient is provided by
the time-dependent gate voltage V (t) = V cos(!t) locally
applied to the single level. The reservoir is an electron gas
with temperature T and chemical potential µ, and the strength
of the coupling between the two subsystems is arbitrary. The
setup also includes a floating contact, which we will discuss in
detail later on.

The effect of the periodic driving is twofold. On one hand,
it induces a charge current that periodically flows between
the dot and the reservoir. On the other hand, it performs

Floating
contact

FIG. 1. Schematic of our proposal. The quantum RC circuit
consists of a quantum dot (the dark blue disk in the middle) coupled
to a fermionic reservoir (the light blue region in the left) with
well-defined temperature T and chemical potential µ. Electrons can
be transferred between the dot and the reservoir (the black curve). The
dot is capacitively coupled to a gate terminal where an ac potential
of amplitude V and frequency ! is applied. A floating contact is
also attached to the dot. For every time snapshot, the temperature T t

c

and chemical potential µt
c of the floating contact adjust themselves to

cancel both the charge and the heat currents flowing through it. This
instantaneous reaction allows for an experimental test of the energy
reactance, namely, the variation of the stored energy at the tunneling
region between the floating contact and the dot (the gray line).
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work on the system, thus injecting energy that is ultimately
dissipated as heat deep inside the reservoir. Importantly, due
to charge conservation, the electronic current is defined as the
change in time of the electron number either at the reservoir
or on the dot. No contribution of the tunneling region on the
charge current exists. In contrast, the energy delivered by the
external ac source is temporarily stored in three different parts
of the setup: the dot, the reservoir, and in the dot-reservoir
tunneling region. The role of the tunneling region is typically
disregarded in classical thermodynamics because it is a surface
term that is negligible when both the system and the reservoir
are macroscopic [25]. Yet, in the nanoscale setup studied here
the amount of energy stored in the dot is comparable to that of
the tunneling region and the latter can no longer be neglected.

In a recent work [15] we have coined the name of energy
reactance to characterize the energy temporarily stored at the
tunneling region. This is a thermal analog of an electrical
reactance (due to electrical capacitance and inductance), which
manifests itself in a time-dependent setup only. We have argued
that it is physically meaningful to take the energy reactance into
account as a contribution to the time-dependent heat current
flowing into the reservoir. We have shown that this is in full
agreement with the laws of thermodynamics [13,23]. Although
some recent works raised some concerns [18,22], other works
arrived at conclusions similar to our analysis [14,17,21]. The
aim of the present Rapid Communication is to take one step fur-
ther by proposing a measurement scheme that is able to test the
effect of the energy reactance onto a time-dependent heat flux.

Proposed experiment and predictions. The setup is sketched
in Fig. 1 where we introduce a floating contact attached (e.g.,
via tunneling) to the quantum dot [26]. When a periodic gate
voltage V (t) is applied, charge and heat currents enter not only
the reservoir, but also the floating contact. We will focus on
slow “adiabatic” driving, which corresponds to a driving period
much larger than any characteristic time scale for the system.
The floating contact is a small conductor which is assumed to
have a charge and energy relaxation rate much faster than any
other characteristic time so that it can adjust time by time its
chemical potential µt

c and if necessary its temperature T t
c to

prevent charge and heat accumulation on it. Thus, we assume
the floating contact to be in thermal equilibrium at every
instant of time with both chemical potential and temperature
satisfying the simultaneous condition of vanishing charge and
vanishing heat currents. Here the index t stresses that the
chemical potential and temperature of the floating contact do
depend on time but in a frozen picture in the sense that the
local equilibrium condition is satisfied for every time snapshot.
This is justified in the adiabatic regime (very low driving
frequency!), mostly accessible in experiments [1]. In contrast,
the reservoir is a massive electrode that keeps its temperature
and chemical potential constant independent of the ac potential.
In practice, this can be achieved grounding the reservoir
as indicated in Fig. 1. Its temperature variations would be
suppressed if the reservoir has in addition a large heat capacity.

The evolution of the chemical potential and temperature
of the floating contact as the dot is adiabatically driven can
be sensed by means of a voltage probe and a thermometer
[27– 35] as indicated in the figure. We predict different behav-
iors for µt

c and T t
c depending on whether the energy reactance

is considered or not in the heat flux into the floating contact.

In this way, the proposed experiment would help to discern the
proper definition of the heat current and test the existence of
the energy reactance.

The results are the following: (i) By defining the heat
flux into the floating contact, taking into account the energy
reactance as in Ref. [15], we find that the temperature of the
floating contact is not changing in time. The outcome is

T t
c = T , (1)

whereT is the background temperature. The chemical potential
of the contact µt

c does vary with time in a periodic fashion with
a period dictated by the electrical current flowing through the
dot. (ii) We demonstrate that any other definition of the heat
current, that does not properly account for the energy reactance,
necessarily leads to a change in both quantities, T t

c and µt
c as

functions of time.
Heat current into the floating contact and quantum energy

reactance. Let the rates of change for the charge and the internal
energy stored in the floating contact due to exchanges with the
rest of the device be Ṅc(t) and U̇c(t), respectively. Similarly,
the rate of change for the energy stored at the tunneling region
between the dot and the floating contact is denoted by U̇Tc

(t).
The meaningful definition for the instantaneous heat current
entering the floating contact is [15]

Q̇c(t) = U̇c(t) + U̇Tc
(t)

2
− µt

cṄc(t). (2)

The energy reactance U̇Tc
(t)/2 contributes to the heat flux only

instantaneously and as such vanishes when averaged over one
driving period.

From the theoretical point of view, the energy reactance
is necessary to derive an instantaneous Joule law for the heat
current into a (single-channel) floating contact at low tempera-
tures Q̇c(t) = Rq[Ṅc(t)]2 with the universal charge relaxation
resistance, the Büttiker resistance Rq = h/2e2 [1,24]. This
universal Joule law would be then observable in the same
regime as the Büttiker resistance. The energy reactance is also
necessary to both reconcile the relation between the Green’s
function and the scattering matrix formalisms [36] for the
instantaneous heat current [15] and to obtain correct frequency
parity properties of the response functions [17].

Temperature and chemical potential of the floating contact.
Our goal is to explicitly show that the definition of Eq. (2)
can be verified by measuring the temperature and chemical
potential of the floating contact. As discussed above, the latter
is at local equilibrium for every time snapshot with a chemical
potential µt

c and a temperature T t
c which simultaneously fulfill

the condition of zero charge and heat currents, i.e., Q̇c(t) =
Ṅc(t) = 0. Deviation of the floating contact temperature and
chemical potential from their equilibrium values are denoted
by δT t

c = T t
c − T and δµt

c = µt
c − µ, respectively. In the

adiabatic regime, these quantities are small δT t
c ,δµt

c ∝ h̄!. As
a consequence, we can evaluate both charge and heat fluxes in
linear response in these quantities (whereas the amplitude of
the ac driving potential is arbitrary).

Following Refs. [23,37] we expand the fluxes
J(t) ≡ (Ṅc,Q̇c) in the affinities Xt = (δµt

c,δT
t
c ,h̄!) with
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work on the system, thus injecting energy that is ultimately
dissipated as heat deep inside the reservoir. Importantly, due
to charge conservation, the electronic current is defined as the
change in time of the electron number either at the reservoir
or on the dot. No contribution of the tunneling region on the
charge current exists. In contrast, the energy delivered by the
external ac source is temporarily stored in three different parts
of the setup: the dot, the reservoir, and in the dot-reservoir
tunneling region. The role of the tunneling region is typically
disregarded in classical thermodynamics because it is a surface
term that is negligible when both the system and the reservoir
are macroscopic [25]. Yet, in the nanoscale setup studied here
the amount of energy stored in the dot is comparable to that of
the tunneling region and the latter can no longer be neglected.

In a recent work [15] we have coined the name of energy
reactance to characterize the energy temporarily stored at the
tunneling region. This is a thermal analog of an electrical
reactance (due to electrical capacitance and inductance), which
manifests itself in a time-dependent setup only. We have argued
that it is physically meaningful to take the energy reactance into
account as a contribution to the time-dependent heat current
flowing into the reservoir. We have shown that this is in full
agreement with the laws of thermodynamics [13,23]. Although
some recent works raised some concerns [18,22], other works
arrived at conclusions similar to our analysis [14,17,21]. The
aim of the present Rapid Communication is to take one step fur-
ther by proposing a measurement scheme that is able to test the
effect of the energy reactance onto a time-dependent heat flux.

Proposed experiment and predictions. The setup is sketched
in Fig. 1 where we introduce a floating contact attached (e.g.,
via tunneling) to the quantum dot [26]. When a periodic gate
voltage V (t) is applied, charge and heat currents enter not only
the reservoir, but also the floating contact. We will focus on
slow “adiabatic” driving, which corresponds to a driving period
much larger than any characteristic time scale for the system.
The floating contact is a small conductor which is assumed to
have a charge and energy relaxation rate much faster than any
other characteristic time so that it can adjust time by time its
chemical potential µt

c and if necessary its temperature T t
c to

prevent charge and heat accumulation on it. Thus, we assume
the floating contact to be in thermal equilibrium at every
instant of time with both chemical potential and temperature
satisfying the simultaneous condition of vanishing charge and
vanishing heat currents. Here the index t stresses that the
chemical potential and temperature of the floating contact do
depend on time but in a frozen picture in the sense that the
local equilibrium condition is satisfied for every time snapshot.
This is justified in the adiabatic regime (very low driving
frequency!), mostly accessible in experiments [1]. In contrast,
the reservoir is a massive electrode that keeps its temperature
and chemical potential constant independent of the ac potential.
In practice, this can be achieved grounding the reservoir
as indicated in Fig. 1. Its temperature variations would be
suppressed if the reservoir has in addition a large heat capacity.

The evolution of the chemical potential and temperature
of the floating contact as the dot is adiabatically driven can
be sensed by means of a voltage probe and a thermometer
[27– 35] as indicated in the figure. We predict different behav-
iors for µt

c and T t
c depending on whether the energy reactance

is considered or not in the heat flux into the floating contact.

In this way, the proposed experiment would help to discern the
proper definition of the heat current and test the existence of
the energy reactance.

The results are the following: (i) By defining the heat
flux into the floating contact, taking into account the energy
reactance as in Ref. [15], we find that the temperature of the
floating contact is not changing in time. The outcome is

T t
c = T , (1)

whereT is the background temperature. The chemical potential
of the contact µt

c does vary with time in a periodic fashion with
a period dictated by the electrical current flowing through the
dot. (ii) We demonstrate that any other definition of the heat
current, that does not properly account for the energy reactance,
necessarily leads to a change in both quantities, T t

c and µt
c as

functions of time.
Heat current into the floating contact and quantum energy

reactance. Let the rates of change for the charge and the internal
energy stored in the floating contact due to exchanges with the
rest of the device be Ṅc(t) and U̇c(t), respectively. Similarly,
the rate of change for the energy stored at the tunneling region
between the dot and the floating contact is denoted by U̇Tc

(t).
The meaningful definition for the instantaneous heat current
entering the floating contact is [15]

Q̇c(t) = U̇c(t) + U̇Tc
(t)

2
− µt

cṄc(t). (2)

The energy reactance U̇Tc
(t)/2 contributes to the heat flux only

instantaneously and as such vanishes when averaged over one
driving period.

From the theoretical point of view, the energy reactance
is necessary to derive an instantaneous Joule law for the heat
current into a (single-channel) floating contact at low tempera-
tures Q̇c(t) = Rq[Ṅc(t)]2 with the universal charge relaxation
resistance, the Büttiker resistance Rq = h/2e2 [1,24]. This
universal Joule law would be then observable in the same
regime as the Büttiker resistance. The energy reactance is also
necessary to both reconcile the relation between the Green’s
function and the scattering matrix formalisms [36] for the
instantaneous heat current [15] and to obtain correct frequency
parity properties of the response functions [17].

Temperature and chemical potential of the floating contact.
Our goal is to explicitly show that the definition of Eq. (2)
can be verified by measuring the temperature and chemical
potential of the floating contact. As discussed above, the latter
is at local equilibrium for every time snapshot with a chemical
potential µt

c and a temperature T t
c which simultaneously fulfill

the condition of zero charge and heat currents, i.e., Q̇c(t) =
Ṅc(t) = 0. Deviation of the floating contact temperature and
chemical potential from their equilibrium values are denoted
by δT t

c = T t
c − T and δµt

c = µt
c − µ, respectively. In the

adiabatic regime, these quantities are small δT t
c ,δµt

c ∝ h̄!. As
a consequence, we can evaluate both charge and heat fluxes in
linear response in these quantities (whereas the amplitude of
the ac driving potential is arbitrary).

Following Refs. [23,37] we expand the fluxes
J(t) ≡ (Ṅc,Q̇c) in the affinities Xt = (δµt

c,δT
t
c ,h̄!) with
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coefficients !ij (t) as

Ji(t) =
3∑

j=1

!ij (t)Xt
j , (3)

where i = 1,2 (j = 1–3) label the different components of
the vectors J and Xt , respectively. The coefficients of the
above expansion are response functions evaluated with the
frozen Hamiltonian at time t and have the following physical
interpretation: !11 and !22 are the usual electric and thermal
conductances. On the other hand, !12 (related to the Seebeck
effect) and !21 (related to the Peltier effect) capture the
thermoelectric transport, and they satisfy the reciprocity rela-
tion !21 = T !12 [38–41]. Finally, !13 and !23, respectively,
describe the generation of charge and heat currents by the ac
driving. They also obey Onsager relations with the coefficients
entering the work flux (not considered here) [37]. Explicit
expressions of these coefficients will be supplied below for
the specific model.

Here, we notice that the conditions of vanishing fluxes to
the floating contact amounts to finding the solution of the 2 × 2
linear set of equations∑2

j=1 !ijX
t
j = −!i3h̄", i = 1,2. The solutions are

δµt
c = !12!23 − !13!22

det !′ h̄",

(4)

δT t
c = !13!21 − !11!23

det !′ h̄",

where det !′ corresponds to the determinant of the 2 × 2
matrix determined by the condition j ̸= 3.

The coefficients ! can be calculated for the system con-
sidered in Fig. 1 (see the details in the Supplemental Material
[42]),

!ij (t) =
{∫ (ε−µ)i+j−2

hT (j−1) T (t,ε)∂εf dε, if j ̸= 3,

− &cV̇
(&+&c)h"

∫
(ε − µ)i−1ρf (t,ε)∂εf dε, if j = 3,

(5)

The distinction between j ̸= 3 and j = 3 is important. In
the former case, the response depends on the instantaneous
transmission probability T (t,ε) for electrons traversing the
quantum dot between the reservoir and the floating contact.
Physically, this corresponds to dc transport. In the latter case,
the response is a function of the time derivative of the potential
applied to the gate V̇ = −"V sin("t) and the instantaneous
local density of states of the dot ρf (t,ε). Physically, this is
pumping and, as such, of the ac nature. Both coefficients are
time dependent because the system adiabatically reacts to the
instantaneous ac driving potential [46]. Finally, in Eq. (5)
f is the Fermi-Dirac distribution of the reservoir, whereas
&c = |wc|2ρc and & = |w|2ρ are the hybridization functions
with wc as the dot-floating contact couplings and w as the
dot-reservoir couplings. The density of states of the floating
contact is ρc, and that of the reservoir is ρ.

Interestingly, we readily find that the coefficients of Eq. (5)
satisfy the relations: (i) !13!21 − !11!23 = 0 and (ii) !j3 =
−!j1

V̇
&"

with j = 1,2, leading to the solution,

δT t
c = 0, δµt

c = h̄

&
eV̇ . (6)

These equations tell us that changing only the chemical poten-
tial is sufficient to satisfy the balance of change and energy for
the floating contact. Notice that this conclusion is independent
of coupling to the floating contact &c and the base temperature
T , provided that the adiabaticity condition &,&c ≫ h̄" is
satisfied [47,48]. This is true even for temperatures close
to zero in which case the second-order contributions in the
affinities should be added to Eq. (3) (see the Supplemental
Material [42]). Note that, whereas the universality of the
Büttiker resistance can be lifted with increasing temperature,
the universality of our result holds for finite T .

To summarize, the floating contact fulfills the conditions
of vanishing heat and charge fluxes by changing δµt

c in time
according to Eq. (6) while keeping its temperature constant and
equal to the background temperature as indicated in Eq. (1).

Examine the energy reactance. We would like to stress
now that Eq. (6), in particular, the prediction of a constant
temperature of the floating contact expressed in Eq. (1),
constitutes a proof for the existence of the energy reactance
U̇Tc

(t)/2 and the definition of the heat current as in Eq. (2).
This can be easily understood by noting that we would arrive
at completely different conclusions on the behavior of the
temperature of the floating contact if we consider a definition
of the heat flux that does not take into account the energy
reactance.

As a proof, let us analyze the consequence of adopting a
commonly used definition, that does not take into account the
energy reactance. This corresponds to the following expression
for the heat flux into the floating contact:

˙̃Qc(t) = U̇c(t) − µt
cṄc(t). (7)

We need to recalculate the coefficients !2j (t) by using
the above equation. We denote the so-defined coefficients
by !̃2,j (t). From Eq. (4) where we replace !2,j (t) →
!̃2,j (t), j = 1–3, we find the floating contact temperature δT̃ t

c

and chemical potential δµ̃t
c. In contrast to Eq. (6), now we

find that both the temperature δT̃ t
c and the chemical potential

δµ̃t
c of the floating contact change in time. In the case of the

chemical potential, δµ̃t
c evolves in time in a different pattern

from that described by Eq. (6) (the corresponding behavior
is shown in the Supplemental Material [42]). We turn to
focus on the behavior of the temperature δT̃ t

c , which is shown
in Fig. 2. It is worth noting that the amplitude of the δT̃ t

c

oscillations decreases as T increases, which shows that the two
definitions of the heat current agree in the high-temperature
limit. These results show that the role of the energy reactance
is particularly relevant in the quantum regime. In the classical
high-temperature limit the temperature of the floating contact
is independent of time either with the heat current defined as
in Eq, (2) or with the definition of Eq. (7).

Conclusion. We have shown that the behavior of the time-
resolved chemical potential and temperature of a floating
contact coupled to an adiabatically driven quantum dot is
strongly sensitive on the definition of the instantaneous heat
flux. For this reason, sensing these quantities would provide
an experimental test for the relevance of the energy reactance
introduced in Ref. [15] as a component of the time-dependent
heat flux.
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coefficients !ij (t) as

Ji(t) =
3∑

j=1

!ij (t)Xt
j , (3)

where i = 1,2 (j = 1–3) label the different components of
the vectors J and Xt , respectively. The coefficients of the
above expansion are response functions evaluated with the
frozen Hamiltonian at time t and have the following physical
interpretation: !11 and !22 are the usual electric and thermal
conductances. On the other hand, !12 (related to the Seebeck
effect) and !21 (related to the Peltier effect) capture the
thermoelectric transport, and they satisfy the reciprocity rela-
tion !21 = T !12 [38–41]. Finally, !13 and !23, respectively,
describe the generation of charge and heat currents by the ac
driving. They also obey Onsager relations with the coefficients
entering the work flux (not considered here) [37]. Explicit
expressions of these coefficients will be supplied below for
the specific model.

Here, we notice that the conditions of vanishing fluxes to
the floating contact amounts to finding the solution of the 2 × 2
linear set of equations∑2

j=1 !ijX
t
j = −!i3h̄", i = 1,2. The solutions are

δµt
c = !12!23 − !13!22

det !′ h̄",

(4)

δT t
c = !13!21 − !11!23

det !′ h̄",

where det !′ corresponds to the determinant of the 2 × 2
matrix determined by the condition j ̸= 3.

The coefficients ! can be calculated for the system con-
sidered in Fig. 1 (see the details in the Supplemental Material
[42]),

!ij (t) =
{∫ (ε−µ)i+j−2

hT (j−1) T (t,ε)∂εf dε, if j ̸= 3,

− &cV̇
(&+&c)h"

∫
(ε − µ)i−1ρf (t,ε)∂εf dε, if j = 3,

(5)

The distinction between j ̸= 3 and j = 3 is important. In
the former case, the response depends on the instantaneous
transmission probability T (t,ε) for electrons traversing the
quantum dot between the reservoir and the floating contact.
Physically, this corresponds to dc transport. In the latter case,
the response is a function of the time derivative of the potential
applied to the gate V̇ = −"V sin("t) and the instantaneous
local density of states of the dot ρf (t,ε). Physically, this is
pumping and, as such, of the ac nature. Both coefficients are
time dependent because the system adiabatically reacts to the
instantaneous ac driving potential [46]. Finally, in Eq. (5)
f is the Fermi-Dirac distribution of the reservoir, whereas
&c = |wc|2ρc and & = |w|2ρ are the hybridization functions
with wc as the dot-floating contact couplings and w as the
dot-reservoir couplings. The density of states of the floating
contact is ρc, and that of the reservoir is ρ.

Interestingly, we readily find that the coefficients of Eq. (5)
satisfy the relations: (i) !13!21 − !11!23 = 0 and (ii) !j3 =
−!j1

V̇
&"

with j = 1,2, leading to the solution,

δT t
c = 0, δµt

c = h̄

&
eV̇ . (6)

These equations tell us that changing only the chemical poten-
tial is sufficient to satisfy the balance of change and energy for
the floating contact. Notice that this conclusion is independent
of coupling to the floating contact &c and the base temperature
T , provided that the adiabaticity condition &,&c ≫ h̄" is
satisfied [47,48]. This is true even for temperatures close
to zero in which case the second-order contributions in the
affinities should be added to Eq. (3) (see the Supplemental
Material [42]). Note that, whereas the universality of the
Büttiker resistance can be lifted with increasing temperature,
the universality of our result holds for finite T .

To summarize, the floating contact fulfills the conditions
of vanishing heat and charge fluxes by changing δµt

c in time
according to Eq. (6) while keeping its temperature constant and
equal to the background temperature as indicated in Eq. (1).

Examine the energy reactance. We would like to stress
now that Eq. (6), in particular, the prediction of a constant
temperature of the floating contact expressed in Eq. (1),
constitutes a proof for the existence of the energy reactance
U̇Tc

(t)/2 and the definition of the heat current as in Eq. (2).
This can be easily understood by noting that we would arrive
at completely different conclusions on the behavior of the
temperature of the floating contact if we consider a definition
of the heat flux that does not take into account the energy
reactance.

As a proof, let us analyze the consequence of adopting a
commonly used definition, that does not take into account the
energy reactance. This corresponds to the following expression
for the heat flux into the floating contact:

˙̃Qc(t) = U̇c(t) − µt
cṄc(t). (7)

We need to recalculate the coefficients !2j (t) by using
the above equation. We denote the so-defined coefficients
by !̃2,j (t). From Eq. (4) where we replace !2,j (t) →
!̃2,j (t), j = 1–3, we find the floating contact temperature δT̃ t

c

and chemical potential δµ̃t
c. In contrast to Eq. (6), now we

find that both the temperature δT̃ t
c and the chemical potential

δµ̃t
c of the floating contact change in time. In the case of the

chemical potential, δµ̃t
c evolves in time in a different pattern

from that described by Eq. (6) (the corresponding behavior
is shown in the Supplemental Material [42]). We turn to
focus on the behavior of the temperature δT̃ t

c , which is shown
in Fig. 2. It is worth noting that the amplitude of the δT̃ t

c

oscillations decreases as T increases, which shows that the two
definitions of the heat current agree in the high-temperature
limit. These results show that the role of the energy reactance
is particularly relevant in the quantum regime. In the classical
high-temperature limit the temperature of the floating contact
is independent of time either with the heat current defined as
in Eq, (2) or with the definition of Eq. (7).

Conclusion. We have shown that the behavior of the time-
resolved chemical potential and temperature of a floating
contact coupled to an adiabatically driven quantum dot is
strongly sensitive on the definition of the instantaneous heat
flux. For this reason, sensing these quantities would provide
an experimental test for the relevance of the energy reactance
introduced in Ref. [15] as a component of the time-dependent
heat flux.
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coefficients !ij (t) as

Ji(t) =
3∑

j=1

!ij (t)Xt
j , (3)

where i = 1,2 (j = 1–3) label the different components of
the vectors J and Xt , respectively. The coefficients of the
above expansion are response functions evaluated with the
frozen Hamiltonian at time t and have the following physical
interpretation: !11 and !22 are the usual electric and thermal
conductances. On the other hand, !12 (related to the Seebeck
effect) and !21 (related to the Peltier effect) capture the
thermoelectric transport, and they satisfy the reciprocity rela-
tion !21 = T !12 [38–41]. Finally, !13 and !23, respectively,
describe the generation of charge and heat currents by the ac
driving. They also obey Onsager relations with the coefficients
entering the work flux (not considered here) [37]. Explicit
expressions of these coefficients will be supplied below for
the specific model.

Here, we notice that the conditions of vanishing fluxes to
the floating contact amounts to finding the solution of the 2 × 2
linear set of equations∑2

j=1 !ijX
t
j = −!i3h̄", i = 1,2. The solutions are

δµt
c = !12!23 − !13!22

det !′ h̄",

(4)

δT t
c = !13!21 − !11!23

det !′ h̄",

where det !′ corresponds to the determinant of the 2 × 2
matrix determined by the condition j ̸= 3.

The coefficients ! can be calculated for the system con-
sidered in Fig. 1 (see the details in the Supplemental Material
[42]),

!ij (t) =
{∫ (ε−µ)i+j−2

hT (j−1) T (t,ε)∂εf dε, if j ̸= 3,

− &cV̇
(&+&c)h"

∫
(ε − µ)i−1ρf (t,ε)∂εf dε, if j = 3,

(5)

The distinction between j ̸= 3 and j = 3 is important. In
the former case, the response depends on the instantaneous
transmission probability T (t,ε) for electrons traversing the
quantum dot between the reservoir and the floating contact.
Physically, this corresponds to dc transport. In the latter case,
the response is a function of the time derivative of the potential
applied to the gate V̇ = −"V sin("t) and the instantaneous
local density of states of the dot ρf (t,ε). Physically, this is
pumping and, as such, of the ac nature. Both coefficients are
time dependent because the system adiabatically reacts to the
instantaneous ac driving potential [46]. Finally, in Eq. (5)
f is the Fermi-Dirac distribution of the reservoir, whereas
&c = |wc|2ρc and & = |w|2ρ are the hybridization functions
with wc as the dot-floating contact couplings and w as the
dot-reservoir couplings. The density of states of the floating
contact is ρc, and that of the reservoir is ρ.

Interestingly, we readily find that the coefficients of Eq. (5)
satisfy the relations: (i) !13!21 − !11!23 = 0 and (ii) !j3 =
−!j1

V̇
&"

with j = 1,2, leading to the solution,

δT t
c = 0, δµt

c = h̄

&
eV̇ . (6)

These equations tell us that changing only the chemical poten-
tial is sufficient to satisfy the balance of change and energy for
the floating contact. Notice that this conclusion is independent
of coupling to the floating contact &c and the base temperature
T , provided that the adiabaticity condition &,&c ≫ h̄" is
satisfied [47,48]. This is true even for temperatures close
to zero in which case the second-order contributions in the
affinities should be added to Eq. (3) (see the Supplemental
Material [42]). Note that, whereas the universality of the
Büttiker resistance can be lifted with increasing temperature,
the universality of our result holds for finite T .

To summarize, the floating contact fulfills the conditions
of vanishing heat and charge fluxes by changing δµt

c in time
according to Eq. (6) while keeping its temperature constant and
equal to the background temperature as indicated in Eq. (1).

Examine the energy reactance. We would like to stress
now that Eq. (6), in particular, the prediction of a constant
temperature of the floating contact expressed in Eq. (1),
constitutes a proof for the existence of the energy reactance
U̇Tc

(t)/2 and the definition of the heat current as in Eq. (2).
This can be easily understood by noting that we would arrive
at completely different conclusions on the behavior of the
temperature of the floating contact if we consider a definition
of the heat flux that does not take into account the energy
reactance.

As a proof, let us analyze the consequence of adopting a
commonly used definition, that does not take into account the
energy reactance. This corresponds to the following expression
for the heat flux into the floating contact:

˙̃Qc(t) = U̇c(t) − µt
cṄc(t). (7)

We need to recalculate the coefficients !2j (t) by using
the above equation. We denote the so-defined coefficients
by !̃2,j (t). From Eq. (4) where we replace !2,j (t) →
!̃2,j (t), j = 1–3, we find the floating contact temperature δT̃ t

c

and chemical potential δµ̃t
c. In contrast to Eq. (6), now we

find that both the temperature δT̃ t
c and the chemical potential

δµ̃t
c of the floating contact change in time. In the case of the

chemical potential, δµ̃t
c evolves in time in a different pattern

from that described by Eq. (6) (the corresponding behavior
is shown in the Supplemental Material [42]). We turn to
focus on the behavior of the temperature δT̃ t

c , which is shown
in Fig. 2. It is worth noting that the amplitude of the δT̃ t

c

oscillations decreases as T increases, which shows that the two
definitions of the heat current agree in the high-temperature
limit. These results show that the role of the energy reactance
is particularly relevant in the quantum regime. In the classical
high-temperature limit the temperature of the floating contact
is independent of time either with the heat current defined as
in Eq, (2) or with the definition of Eq. (7).

Conclusion. We have shown that the behavior of the time-
resolved chemical potential and temperature of a floating
contact coupled to an adiabatically driven quantum dot is
strongly sensitive on the definition of the instantaneous heat
flux. For this reason, sensing these quantities would provide
an experimental test for the relevance of the energy reactance
introduced in Ref. [15] as a component of the time-dependent
heat flux.
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coefficients !ij (t) as

Ji(t) =
3∑

j=1

!ij (t)Xt
j , (3)

where i = 1,2 (j = 1–3) label the different components of
the vectors J and Xt , respectively. The coefficients of the
above expansion are response functions evaluated with the
frozen Hamiltonian at time t and have the following physical
interpretation: !11 and !22 are the usual electric and thermal
conductances. On the other hand, !12 (related to the Seebeck
effect) and !21 (related to the Peltier effect) capture the
thermoelectric transport, and they satisfy the reciprocity rela-
tion !21 = T !12 [38–41]. Finally, !13 and !23, respectively,
describe the generation of charge and heat currents by the ac
driving. They also obey Onsager relations with the coefficients
entering the work flux (not considered here) [37]. Explicit
expressions of these coefficients will be supplied below for
the specific model.

Here, we notice that the conditions of vanishing fluxes to
the floating contact amounts to finding the solution of the 2 × 2
linear set of equations∑2

j=1 !ijX
t
j = −!i3h̄", i = 1,2. The solutions are

δµt
c = !12!23 − !13!22

det !′ h̄",

(4)

δT t
c = !13!21 − !11!23

det !′ h̄",

where det !′ corresponds to the determinant of the 2 × 2
matrix determined by the condition j ̸= 3.

The coefficients ! can be calculated for the system con-
sidered in Fig. 1 (see the details in the Supplemental Material
[42]),

!ij (t) =
{∫ (ε−µ)i+j−2

hT (j−1) T (t,ε)∂εf dε, if j ̸= 3,

− &cV̇
(&+&c)h"

∫
(ε − µ)i−1ρf (t,ε)∂εf dε, if j = 3,

(5)

The distinction between j ̸= 3 and j = 3 is important. In
the former case, the response depends on the instantaneous
transmission probability T (t,ε) for electrons traversing the
quantum dot between the reservoir and the floating contact.
Physically, this corresponds to dc transport. In the latter case,
the response is a function of the time derivative of the potential
applied to the gate V̇ = −"V sin("t) and the instantaneous
local density of states of the dot ρf (t,ε). Physically, this is
pumping and, as such, of the ac nature. Both coefficients are
time dependent because the system adiabatically reacts to the
instantaneous ac driving potential [46]. Finally, in Eq. (5)
f is the Fermi-Dirac distribution of the reservoir, whereas
&c = |wc|2ρc and & = |w|2ρ are the hybridization functions
with wc as the dot-floating contact couplings and w as the
dot-reservoir couplings. The density of states of the floating
contact is ρc, and that of the reservoir is ρ.

Interestingly, we readily find that the coefficients of Eq. (5)
satisfy the relations: (i) !13!21 − !11!23 = 0 and (ii) !j3 =
−!j1

V̇
&"

with j = 1,2, leading to the solution,

δT t
c = 0, δµt

c = h̄

&
eV̇ . (6)

These equations tell us that changing only the chemical poten-
tial is sufficient to satisfy the balance of change and energy for
the floating contact. Notice that this conclusion is independent
of coupling to the floating contact &c and the base temperature
T , provided that the adiabaticity condition &,&c ≫ h̄" is
satisfied [47,48]. This is true even for temperatures close
to zero in which case the second-order contributions in the
affinities should be added to Eq. (3) (see the Supplemental
Material [42]). Note that, whereas the universality of the
Büttiker resistance can be lifted with increasing temperature,
the universality of our result holds for finite T .

To summarize, the floating contact fulfills the conditions
of vanishing heat and charge fluxes by changing δµt

c in time
according to Eq. (6) while keeping its temperature constant and
equal to the background temperature as indicated in Eq. (1).

Examine the energy reactance. We would like to stress
now that Eq. (6), in particular, the prediction of a constant
temperature of the floating contact expressed in Eq. (1),
constitutes a proof for the existence of the energy reactance
U̇Tc

(t)/2 and the definition of the heat current as in Eq. (2).
This can be easily understood by noting that we would arrive
at completely different conclusions on the behavior of the
temperature of the floating contact if we consider a definition
of the heat flux that does not take into account the energy
reactance.

As a proof, let us analyze the consequence of adopting a
commonly used definition, that does not take into account the
energy reactance. This corresponds to the following expression
for the heat flux into the floating contact:

˙̃Qc(t) = U̇c(t) − µt
cṄc(t). (7)

We need to recalculate the coefficients !2j (t) by using
the above equation. We denote the so-defined coefficients
by !̃2,j (t). From Eq. (4) where we replace !2,j (t) →
!̃2,j (t), j = 1–3, we find the floating contact temperature δT̃ t

c

and chemical potential δµ̃t
c. In contrast to Eq. (6), now we

find that both the temperature δT̃ t
c and the chemical potential

δµ̃t
c of the floating contact change in time. In the case of the

chemical potential, δµ̃t
c evolves in time in a different pattern

from that described by Eq. (6) (the corresponding behavior
is shown in the Supplemental Material [42]). We turn to
focus on the behavior of the temperature δT̃ t

c , which is shown
in Fig. 2. It is worth noting that the amplitude of the δT̃ t

c

oscillations decreases as T increases, which shows that the two
definitions of the heat current agree in the high-temperature
limit. These results show that the role of the energy reactance
is particularly relevant in the quantum regime. In the classical
high-temperature limit the temperature of the floating contact
is independent of time either with the heat current defined as
in Eq, (2) or with the definition of Eq. (7).

Conclusion. We have shown that the behavior of the time-
resolved chemical potential and temperature of a floating
contact coupled to an adiabatically driven quantum dot is
strongly sensitive on the definition of the instantaneous heat
flux. For this reason, sensing these quantities would provide
an experimental test for the relevance of the energy reactance
introduced in Ref. [15] as a component of the time-dependent
heat flux.
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work on the system, thus injecting energy that is ultimately
dissipated as heat deep inside the reservoir. Importantly, due
to charge conservation, the electronic current is defined as the
change in time of the electron number either at the reservoir
or on the dot. No contribution of the tunneling region on the
charge current exists. In contrast, the energy delivered by the
external ac source is temporarily stored in three different parts
of the setup: the dot, the reservoir, and in the dot-reservoir
tunneling region. The role of the tunneling region is typically
disregarded in classical thermodynamics because it is a surface
term that is negligible when both the system and the reservoir
are macroscopic [25]. Yet, in the nanoscale setup studied here
the amount of energy stored in the dot is comparable to that of
the tunneling region and the latter can no longer be neglected.

In a recent work [15] we have coined the name of energy
reactance to characterize the energy temporarily stored at the
tunneling region. This is a thermal analog of an electrical
reactance (due to electrical capacitance and inductance), which
manifests itself in a time-dependent setup only. We have argued
that it is physically meaningful to take the energy reactance into
account as a contribution to the time-dependent heat current
flowing into the reservoir. We have shown that this is in full
agreement with the laws of thermodynamics [13,23]. Although
some recent works raised some concerns [18,22], other works
arrived at conclusions similar to our analysis [14,17,21]. The
aim of the present Rapid Communication is to take one step fur-
ther by proposing a measurement scheme that is able to test the
effect of the energy reactance onto a time-dependent heat flux.

Proposed experiment and predictions. The setup is sketched
in Fig. 1 where we introduce a floating contact attached (e.g.,
via tunneling) to the quantum dot [26]. When a periodic gate
voltage V (t) is applied, charge and heat currents enter not only
the reservoir, but also the floating contact. We will focus on
slow “adiabatic” driving, which corresponds to a driving period
much larger than any characteristic time scale for the system.
The floating contact is a small conductor which is assumed to
have a charge and energy relaxation rate much faster than any
other characteristic time so that it can adjust time by time its
chemical potential µt

c and if necessary its temperature T t
c to

prevent charge and heat accumulation on it. Thus, we assume
the floating contact to be in thermal equilibrium at every
instant of time with both chemical potential and temperature
satisfying the simultaneous condition of vanishing charge and
vanishing heat currents. Here the index t stresses that the
chemical potential and temperature of the floating contact do
depend on time but in a frozen picture in the sense that the
local equilibrium condition is satisfied for every time snapshot.
This is justified in the adiabatic regime (very low driving
frequency!), mostly accessible in experiments [1]. In contrast,
the reservoir is a massive electrode that keeps its temperature
and chemical potential constant independent of the ac potential.
In practice, this can be achieved grounding the reservoir
as indicated in Fig. 1. Its temperature variations would be
suppressed if the reservoir has in addition a large heat capacity.

The evolution of the chemical potential and temperature
of the floating contact as the dot is adiabatically driven can
be sensed by means of a voltage probe and a thermometer
[27– 35] as indicated in the figure. We predict different behav-
iors for µt

c and T t
c depending on whether the energy reactance

is considered or not in the heat flux into the floating contact.

In this way, the proposed experiment would help to discern the
proper definition of the heat current and test the existence of
the energy reactance.

The results are the following: (i) By defining the heat
flux into the floating contact, taking into account the energy
reactance as in Ref. [15], we find that the temperature of the
floating contact is not changing in time. The outcome is

T t
c = T , (1)

whereT is the background temperature. The chemical potential
of the contact µt

c does vary with time in a periodic fashion with
a period dictated by the electrical current flowing through the
dot. (ii) We demonstrate that any other definition of the heat
current, that does not properly account for the energy reactance,
necessarily leads to a change in both quantities, T t

c and µt
c as

functions of time.
Heat current into the floating contact and quantum energy

reactance. Let the rates of change for the charge and the internal
energy stored in the floating contact due to exchanges with the
rest of the device be Ṅc(t) and U̇c(t), respectively. Similarly,
the rate of change for the energy stored at the tunneling region
between the dot and the floating contact is denoted by U̇Tc

(t).
The meaningful definition for the instantaneous heat current
entering the floating contact is [15]

Q̇c(t) = U̇c(t) + U̇Tc
(t)

2
− µt

cṄc(t). (2)

The energy reactance U̇Tc
(t)/2 contributes to the heat flux only

instantaneously and as such vanishes when averaged over one
driving period.

From the theoretical point of view, the energy reactance
is necessary to derive an instantaneous Joule law for the heat
current into a (single-channel) floating contact at low tempera-
tures Q̇c(t) = Rq[Ṅc(t)]2 with the universal charge relaxation
resistance, the Büttiker resistance Rq = h/2e2 [1,24]. This
universal Joule law would be then observable in the same
regime as the Büttiker resistance. The energy reactance is also
necessary to both reconcile the relation between the Green’s
function and the scattering matrix formalisms [36] for the
instantaneous heat current [15] and to obtain correct frequency
parity properties of the response functions [17].

Temperature and chemical potential of the floating contact.
Our goal is to explicitly show that the definition of Eq. (2)
can be verified by measuring the temperature and chemical
potential of the floating contact. As discussed above, the latter
is at local equilibrium for every time snapshot with a chemical
potential µt

c and a temperature T t
c which simultaneously fulfill

the condition of zero charge and heat currents, i.e., Q̇c(t) =
Ṅc(t) = 0. Deviation of the floating contact temperature and
chemical potential from their equilibrium values are denoted
by δT t

c = T t
c − T and δµt

c = µt
c − µ, respectively. In the

adiabatic regime, these quantities are small δT t
c ,δµt

c ∝ h̄!. As
a consequence, we can evaluate both charge and heat fluxes in
linear response in these quantities (whereas the amplitude of
the ac driving potential is arbitrary).

Following Refs. [23,37] we expand the fluxes
J(t) ≡ (Ṅc,Q̇c) in the affinities Xt = (δµt

c,δT
t
c ,h̄!) with
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work on the system, thus injecting energy that is ultimately
dissipated as heat deep inside the reservoir. Importantly, due
to charge conservation, the electronic current is defined as the
change in time of the electron number either at the reservoir
or on the dot. No contribution of the tunneling region on the
charge current exists. In contrast, the energy delivered by the
external ac source is temporarily stored in three different parts
of the setup: the dot, the reservoir, and in the dot-reservoir
tunneling region. The role of the tunneling region is typically
disregarded in classical thermodynamics because it is a surface
term that is negligible when both the system and the reservoir
are macroscopic [25]. Yet, in the nanoscale setup studied here
the amount of energy stored in the dot is comparable to that of
the tunneling region and the latter can no longer be neglected.

In a recent work [15] we have coined the name of energy
reactance to characterize the energy temporarily stored at the
tunneling region. This is a thermal analog of an electrical
reactance (due to electrical capacitance and inductance), which
manifests itself in a time-dependent setup only. We have argued
that it is physically meaningful to take the energy reactance into
account as a contribution to the time-dependent heat current
flowing into the reservoir. We have shown that this is in full
agreement with the laws of thermodynamics [13,23]. Although
some recent works raised some concerns [18,22], other works
arrived at conclusions similar to our analysis [14,17,21]. The
aim of the present Rapid Communication is to take one step fur-
ther by proposing a measurement scheme that is able to test the
effect of the energy reactance onto a time-dependent heat flux.

Proposed experiment and predictions. The setup is sketched
in Fig. 1 where we introduce a floating contact attached (e.g.,
via tunneling) to the quantum dot [26]. When a periodic gate
voltage V (t) is applied, charge and heat currents enter not only
the reservoir, but also the floating contact. We will focus on
slow “adiabatic” driving, which corresponds to a driving period
much larger than any characteristic time scale for the system.
The floating contact is a small conductor which is assumed to
have a charge and energy relaxation rate much faster than any
other characteristic time so that it can adjust time by time its
chemical potential µt

c and if necessary its temperature T t
c to

prevent charge and heat accumulation on it. Thus, we assume
the floating contact to be in thermal equilibrium at every
instant of time with both chemical potential and temperature
satisfying the simultaneous condition of vanishing charge and
vanishing heat currents. Here the index t stresses that the
chemical potential and temperature of the floating contact do
depend on time but in a frozen picture in the sense that the
local equilibrium condition is satisfied for every time snapshot.
This is justified in the adiabatic regime (very low driving
frequency!), mostly accessible in experiments [1]. In contrast,
the reservoir is a massive electrode that keeps its temperature
and chemical potential constant independent of the ac potential.
In practice, this can be achieved grounding the reservoir
as indicated in Fig. 1. Its temperature variations would be
suppressed if the reservoir has in addition a large heat capacity.

The evolution of the chemical potential and temperature
of the floating contact as the dot is adiabatically driven can
be sensed by means of a voltage probe and a thermometer
[27– 35] as indicated in the figure. We predict different behav-
iors for µt

c and T t
c depending on whether the energy reactance

is considered or not in the heat flux into the floating contact.

In this way, the proposed experiment would help to discern the
proper definition of the heat current and test the existence of
the energy reactance.

The results are the following: (i) By defining the heat
flux into the floating contact, taking into account the energy
reactance as in Ref. [15], we find that the temperature of the
floating contact is not changing in time. The outcome is

T t
c = T , (1)

whereT is the background temperature. The chemical potential
of the contact µt

c does vary with time in a periodic fashion with
a period dictated by the electrical current flowing through the
dot. (ii) We demonstrate that any other definition of the heat
current, that does not properly account for the energy reactance,
necessarily leads to a change in both quantities, T t

c and µt
c as

functions of time.
Heat current into the floating contact and quantum energy

reactance. Let the rates of change for the charge and the internal
energy stored in the floating contact due to exchanges with the
rest of the device be Ṅc(t) and U̇c(t), respectively. Similarly,
the rate of change for the energy stored at the tunneling region
between the dot and the floating contact is denoted by U̇Tc

(t).
The meaningful definition for the instantaneous heat current
entering the floating contact is [15]

Q̇c(t) = U̇c(t) + U̇Tc
(t)

2
− µt

cṄc(t). (2)

The energy reactance U̇Tc
(t)/2 contributes to the heat flux only

instantaneously and as such vanishes when averaged over one
driving period.

From the theoretical point of view, the energy reactance
is necessary to derive an instantaneous Joule law for the heat
current into a (single-channel) floating contact at low tempera-
tures Q̇c(t) = Rq[Ṅc(t)]2 with the universal charge relaxation
resistance, the Büttiker resistance Rq = h/2e2 [1,24]. This
universal Joule law would be then observable in the same
regime as the Büttiker resistance. The energy reactance is also
necessary to both reconcile the relation between the Green’s
function and the scattering matrix formalisms [36] for the
instantaneous heat current [15] and to obtain correct frequency
parity properties of the response functions [17].

Temperature and chemical potential of the floating contact.
Our goal is to explicitly show that the definition of Eq. (2)
can be verified by measuring the temperature and chemical
potential of the floating contact. As discussed above, the latter
is at local equilibrium for every time snapshot with a chemical
potential µt

c and a temperature T t
c which simultaneously fulfill

the condition of zero charge and heat currents, i.e., Q̇c(t) =
Ṅc(t) = 0. Deviation of the floating contact temperature and
chemical potential from their equilibrium values are denoted
by δT t

c = T t
c − T and δµt

c = µt
c − µ, respectively. In the

adiabatic regime, these quantities are small δT t
c ,δµt

c ∝ h̄!. As
a consequence, we can evaluate both charge and heat fluxes in
linear response in these quantities (whereas the amplitude of
the ac driving potential is arbitrary).

Following Refs. [23,37] we expand the fluxes
J(t) ≡ (Ṅc,Q̇c) in the affinities Xt = (δµt

c,δT
t
c ,h̄!) with
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coefficients !ij (t) as

Ji(t) =
3∑

j=1

!ij (t)Xt
j , (3)

where i = 1,2 (j = 1–3) label the different components of
the vectors J and Xt , respectively. The coefficients of the
above expansion are response functions evaluated with the
frozen Hamiltonian at time t and have the following physical
interpretation: !11 and !22 are the usual electric and thermal
conductances. On the other hand, !12 (related to the Seebeck
effect) and !21 (related to the Peltier effect) capture the
thermoelectric transport, and they satisfy the reciprocity rela-
tion !21 = T !12 [38–41]. Finally, !13 and !23, respectively,
describe the generation of charge and heat currents by the ac
driving. They also obey Onsager relations with the coefficients
entering the work flux (not considered here) [37]. Explicit
expressions of these coefficients will be supplied below for
the specific model.

Here, we notice that the conditions of vanishing fluxes to
the floating contact amounts to finding the solution of the 2 × 2
linear set of equations∑2

j=1 !ijX
t
j = −!i3h̄", i = 1,2. The solutions are

δµt
c = !12!23 − !13!22

det !′ h̄",

(4)

δT t
c = !13!21 − !11!23

det !′ h̄",

where det !′ corresponds to the determinant of the 2 × 2
matrix determined by the condition j ̸= 3.

The coefficients ! can be calculated for the system con-
sidered in Fig. 1 (see the details in the Supplemental Material
[42]),

!ij (t) =
{∫ (ε−µ)i+j−2

hT (j−1) T (t,ε)∂εf dε, if j ̸= 3,

− &cV̇
(&+&c)h"

∫
(ε − µ)i−1ρf (t,ε)∂εf dε, if j = 3,

(5)

The distinction between j ̸= 3 and j = 3 is important. In
the former case, the response depends on the instantaneous
transmission probability T (t,ε) for electrons traversing the
quantum dot between the reservoir and the floating contact.
Physically, this corresponds to dc transport. In the latter case,
the response is a function of the time derivative of the potential
applied to the gate V̇ = −"V sin("t) and the instantaneous
local density of states of the dot ρf (t,ε). Physically, this is
pumping and, as such, of the ac nature. Both coefficients are
time dependent because the system adiabatically reacts to the
instantaneous ac driving potential [46]. Finally, in Eq. (5)
f is the Fermi-Dirac distribution of the reservoir, whereas
&c = |wc|2ρc and & = |w|2ρ are the hybridization functions
with wc as the dot-floating contact couplings and w as the
dot-reservoir couplings. The density of states of the floating
contact is ρc, and that of the reservoir is ρ.

Interestingly, we readily find that the coefficients of Eq. (5)
satisfy the relations: (i) !13!21 − !11!23 = 0 and (ii) !j3 =
−!j1

V̇
&"

with j = 1,2, leading to the solution,

δT t
c = 0, δµt

c = h̄

&
eV̇ . (6)

These equations tell us that changing only the chemical poten-
tial is sufficient to satisfy the balance of change and energy for
the floating contact. Notice that this conclusion is independent
of coupling to the floating contact &c and the base temperature
T , provided that the adiabaticity condition &,&c ≫ h̄" is
satisfied [47,48]. This is true even for temperatures close
to zero in which case the second-order contributions in the
affinities should be added to Eq. (3) (see the Supplemental
Material [42]). Note that, whereas the universality of the
Büttiker resistance can be lifted with increasing temperature,
the universality of our result holds for finite T .

To summarize, the floating contact fulfills the conditions
of vanishing heat and charge fluxes by changing δµt

c in time
according to Eq. (6) while keeping its temperature constant and
equal to the background temperature as indicated in Eq. (1).

Examine the energy reactance. We would like to stress
now that Eq. (6), in particular, the prediction of a constant
temperature of the floating contact expressed in Eq. (1),
constitutes a proof for the existence of the energy reactance
U̇Tc

(t)/2 and the definition of the heat current as in Eq. (2).
This can be easily understood by noting that we would arrive
at completely different conclusions on the behavior of the
temperature of the floating contact if we consider a definition
of the heat flux that does not take into account the energy
reactance.

As a proof, let us analyze the consequence of adopting a
commonly used definition, that does not take into account the
energy reactance. This corresponds to the following expression
for the heat flux into the floating contact:

˙̃Qc(t) = U̇c(t) − µt
cṄc(t). (7)

We need to recalculate the coefficients !2j (t) by using
the above equation. We denote the so-defined coefficients
by !̃2,j (t). From Eq. (4) where we replace !2,j (t) →
!̃2,j (t), j = 1–3, we find the floating contact temperature δT̃ t

c

and chemical potential δµ̃t
c. In contrast to Eq. (6), now we

find that both the temperature δT̃ t
c and the chemical potential

δµ̃t
c of the floating contact change in time. In the case of the

chemical potential, δµ̃t
c evolves in time in a different pattern

from that described by Eq. (6) (the corresponding behavior
is shown in the Supplemental Material [42]). We turn to
focus on the behavior of the temperature δT̃ t

c , which is shown
in Fig. 2. It is worth noting that the amplitude of the δT̃ t

c

oscillations decreases as T increases, which shows that the two
definitions of the heat current agree in the high-temperature
limit. These results show that the role of the energy reactance
is particularly relevant in the quantum regime. In the classical
high-temperature limit the temperature of the floating contact
is independent of time either with the heat current defined as
in Eq, (2) or with the definition of Eq. (7).

Conclusion. We have shown that the behavior of the time-
resolved chemical potential and temperature of a floating
contact coupled to an adiabatically driven quantum dot is
strongly sensitive on the definition of the instantaneous heat
flux. For this reason, sensing these quantities would provide
an experimental test for the relevance of the energy reactance
introduced in Ref. [15] as a component of the time-dependent
heat flux.
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FIG. 2. Deviation of the temperature of the floating contact δT̃ t
c

as a function of time for different background temperatures T . The
ac potential is 20" cos(#t) with h̄# = 0.07". The hybridization
between the floating contact and the quantum level is "c = 0.6".
All energies are expressed in units of the hybridization " with the
reservoir. The temperature of the floating contact displays oscillations
that depend on the background temperature. As T increases, the
oscillations become less pronounced, and the maxima positions
deviate from the moment when the level is aligned with the chemical
potential of the reservoir, which in this case corresponds to t#/2π =
0.25 and t#/2π = 0.75.

Specifically, for an adiabatically driven quantum dot with a
single active level coupled to a single reservoir, we have shown
that: (i) If the energy reactance is taken into account, then the
temperature of the floating contact is constant and equal to that
of the reservoir, whereas its chemical potential follows the time

derivative of the driving potential V̇ as expressed in Eq. (6).
Instead, (ii) if the energy reactance is not taken into account,
these two quantities follow a nonuniversal time-dependent
pattern.

The experiment we propose is close to the scope of present-
day experimental techniques. In fact, typical level spacing
for quantum dots is around 100 µeV [49]. Thus, by keeping
driving amplitudes below this energy, we would basically have
a single active level. On the other hand, typical parameters for
single-particle emitters have " ≃ 1 µeV (≃ 1 GHz) and are
operated at frequencies of # ≃ 0.1 GHz [1], which satisfy
the adiabatic condition h̄# < ". As a consequence, a fast
thermometer [9] is able to follow temperature changes in the
floating contact on the nanosecond scale. Experiments are
typically performed at temperatures close to T ∼ 100 mK. For
this temperature, the oscillations in the temperature shown in
Fig. 2 have an amplitude of δT̃ t

c ≃ 10 mK.
Since the universal behavior of Rq at T = 0 remains valid

when the system behaves as a Fermi liquid (both in the linear
[50,51] and in the nonlinear regimes [52,53]), we expect that
our prediction will also remain valid under the same conditions.

We emphasize that the question about the role of the
energy reactance in the definition of a time-dependent heat
flux is a fundamental one. It is not restricted to slowly driven
systems of noninteracting electrons but is also relevant for
interacting models for fast drivings and for weakly and strongly
coupled systems. So far this question has been addressed only
theoretically. The present proposal shows that a thermometer
probe response will experimentally demonstrate the existence
of the energy reactance.

Acknowledgments. This work was supported by MINECO
under Grant No. FIS2014-52564, UBACyT, CONICET, and
MINCyT, Argentina. L.A. acknowledges support from the
Alexander von Humboldt Foundation. M.M. acknowledges
support and hospitality from the Aalto University, Finland.

[1] J. Gabelli, G. Fève, J.-M. Berroir, B. Plaçais, A. Cavanna, B.
Etienne, Y. Jin, and D. C. Glattli, Violation of Kirchhoff’s laws
for a coherent RC circuit, Science 313, 499 (2006).

[2] G. Fève, A. Mahé, J.-M. Berroir, T. Kontos, B. Plaçais,
D. C. Glattli, A. Cavanna, B. Etienne, and Y. Jin, An on-
demand coherent single-electron source, Science 316, 1169
(2007).

[3] J. Dubois, T. Jullien, F. Portier, P. Roche, A. Cavanna, Y.
Jin, W. Wegscheider, P. Roulleau, and D. C. Glattli, Minimal-
excitation states for electron quantum optics using levitons,
Nature (London) 502, 659 (2013).

[4] S. Hermelin, S. Takada, M. Yamamoto, S. Tarucha, A. D. Wieck,
L. Saminadayar, C. Bäuerle, and T. Meunier, Electrons surfing
on a sound wave as a platform for quantum optics with flying
electrons, Nature (London) 477, 435 (2011).

[5] R. P. G. McNeil, M. Kataoka, C. J. B. Ford, C. H. W. Barnes,
D. Anderson, G. A. C. Jones, I. Farrer, and D. A. Ritchie, On-
demand single-electron transfer between distant quantum dots,
Nature (London) 477, 439 (2011).

[6] B. Bertrand, S. Hermelin, P.-A. Mortemousque, S. Takada,
M. Yamamoto, S. Tarucha, A. Ludwig, A. D. Wieck, C.

Bäuerle, and T. Meunier, Injection of a single electron from
static to moving quantum dots, Nanotechnology 27, 214001
(2016).

[7] J. D. Fletcher, P. See, H. Howe, M. Pepper, S. P. Giblin, J. P.
Griffiths, G. A. C. Jones, I. Farrer, D. A. Ritchie, T. J. B. M.
Janssen, and M. Kataoka, Clock-Controlled Emission of Single-
Electron Wave Packets in a Solid-State Circuit, Phys. Rev. Lett.
111, 216807 (2013).

[8] For the most recent advancements of the field see the special
issue: J. Splettstoesser and R. J. Haug, Single-electron control
in solid state devices, Phys. Status Solidi B 254, 1770217 (2017).

[9] M. Zgirski, M. Foltyn, A. Savin, M. Meschke, and J. P.
Pekola, Nanosecond thermometry with Josephson junction,
arXiv:1704.04762.

[10] J. P. Pekola, P. Solinas, A. Shnirman, and D. V. Averin, Calori-
metric measurement of work in a quantum system, New J. Phys.
15, 115006 (2013).

[11] S. Gasparinetti, K. L. Viisanen, O.-P. Saira, T. Faivre, M. Arzeo,
M. Meschke, and J. P. Pekola, Fast Electron Thermometry
for Ultrasensitive Calorimetric Detection, Phys. Rev. Appl. 3,
014007 (2015).

041416-4



SUMMARY (1II)

The energy reactance could be tested by 
sensing the temperature of the probe.



FORCES AND POWER IN THE 

ADIABATIC REGIME



PHYSICAL REVIEW B 93, 075136 (2016)

Adiabatic response and quantum thermoelectrics for ac-driven quantum systems

Marı́a Florencia Ludovico,1,2 Francesca Battista,1,2 Felix von Oppen,3 and Liliana Arrachea1,2

1Departamento de Fı́sica, FCEyN, Universidad de Buenos Aires and IFIBA, Pabellón I, Ciudad Universitaria, 1428 CABA, Argentina
2International Center for Advanced Studies, UNSAM, Campus Miguelete, 25 de Mayo y Francia, 1650 Buenos Aires, Argentina

3Dahlem Center for Complex Quantum Systems and Fachbereich Physik, Freie Universität Berlin, 14195 Berlin, Germany
(Received 3 July 2015; revised manuscript received 27 January 2016; published 18 February 2016)

We generalize the theory of thermoelectrics to include coherent electron systems under adiabatic ac driving,
accounting for quantum pumping of charge and heat, as well as for the work exchanged between the electron
system and driving potentials. We derive the relevant response coefficients in the adiabatic regime and show
that they obey generalized Onsager reciprocity relations. We analyze the consequences of our generalized
thermoelectric framework for quantum motors, generators, heat engines, and heat pumps, characterizing them in
terms of efficiencies and figures of merit. We illustrate these concepts in a model for a quantum pump.
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I. INTRODUCTION

Describing the relation between particle and energy cur-
rents is at the heart of thermoelectrics [1– 5]. For dc driving
with small temperature gradients and bias voltages, linear-
response relations between the currents and the applied forces
constitute the basis to describe thermoelectric phenomena.
When combined with the principles of thermodynamics, the
resulting theory has the beauty of simplicity and the strength
of high predictive power. Specifically, it allows for a successful
characterization of the efficiency of various thermoelectric
machines in terms of the figure of merit introduced by Ioffe in
1949 [6].

An important challenge is to incorporate genuine quantum
effects associated with coherent transport in nanodevices into
this theoretical framework for thermoelectric effects. Here,
we address how to include adiabatic quantum pumping as a
paradigm of coherent-transport effects in a suitably general-
ized thermoelectric framework and explore the fundamental
relations of the corresponding quantum machines. Quantum
pumping generates nonzero dc currents by locally applying
purely ac drivings to a quantum coherent conductor [7– 9]. It
generates both charge and energy currents [10] and enables
heat pumping and the exchange of work between different
driving forces [11,12]. The aim of the present work is to extend
the linear-response theory of thermoelectric effects to systems
under adiabatic driving. To this end, we need to include the
energy flux between the electrons and the ac forces on an equal
footing with the heat and particle fluxes.

Figure 1 shows the setup that we have in mind. It
consists of a central coherent conductor which is coupled to
two reservoirs. In conventional thermoelectrics [2], the two
reservoirs differ in both temperature and chemical potential. A
thermal engine converts a temperature difference into electric
power. As a consequence of the second law, the efficiency
of this conversion process is limited by the Carnot efficiency
ηC = (T2 − T1)/T2, where T2 > T1 denotes the temperatures
of the reservoirs. The optimal efficiency that can be reached
for a specific device is controlled by its figure of merit, or ZT
value [2],

η = ηC

√
1 + ZT − 1√
1 + ZT + 1

. (1)

The ZT value can be expressed in terms of the linear-response
coefficients of the device, relating charge and heat currents to
bias voltage and temperature gradient [2].

The thermal engine can also be operated in reverse, realizing
a refrigerator which invests electric power to continuously ex-
tract heat from the colder reservoir. The maximal efficiency of
this device is given by the appropriate Carnot efficiency ηC =
T1/(T2 − T1), and in terms of this Carnot efficiency, the optimal
efficiency for a specific device is again given by Eq. (1) [2].

In this paper, we consider setups in which the coherent
conductor is also subject to a set of ac potentials. For
definiteness, we will consider reservoirs which have either
different chemical potentials [Fig. 1(a)] or different tem-
peratures [Fig. 1(b)], although our theory could readily be
applied to situations which combine ac potentials with both
chemical-potential and temperature gradients. The physics of
these setups can be understood by analogy to the Archimedes
device, a pipe with a rotating screw, which can be used to
pump water against gravity. This is a classical analog of an
adiabatic quantum pump, where ac driving pumps a certain
amount of electric charge per cycle. Specifically, this charge
can be pumped against an applied dc bias voltage [13], in
which case the quantum pump realizes a generator.

The Archimedes screw can also be operated in reverse, with
water flowing between the reservoirs by gravity and setting the
screw into rotational motion. An analogous effect can be used
to turn an adiabatic quantum pump into an adiabatic quantum
motor. This is most easily understood when imagining that
the time dependence of the ac potentials derives from the
(classical) dynamics of, say, one or more mechanical degrees
of freedom [14]. Then, a charge current pushed through the
coherent conductor will set the mechanical degrees of freedom
into motion.

The generator and quantum motor are driven by a bias
voltage and correspond to the setup sketched in Fig. 1(a). Al-
ternatively, we can also consider devices involving temperature
gradients instead of bias voltages, which realize heat pumps
and heat engines. Such a device is depicted in Fig. 1(b). The
devices in Fig. 1 are examples of nanomotors and nanoengines,
which have received much attention recently [14– 19]. We
note that the effect of ac potentials on the conventional
thermoelectric effects has been studied in a number of recent
papers [13,20– 22].
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Introduction. Describing the relation between parti-
cle and energy currents is at the heart of thermoelectrics
[1–5]. For dc driving with small temperature gradients
and bias voltages, linear-response relations between the
currents and the applied forces constitute the basis to de-
scribe thermoelectric phenomena. When combined with
the basic principles of thermodynamics, the resulting the-
ory has the beauty of simplicity and the strength of high
predictive power. Specifically, it allows for a successful
characterization of the e⌅ciency of various thermoelec-
tric machines in terms of the figure of merit introduced
by Io�e in 1949 [6].

An important challenge is to incorporate genuine quan-
tum e�ects associated with coherent transport in nan-
odevices into this theoretical framework for thermoelec-
tric e�ects. Here, we address how to include adiabatic
quantum pumping as a paradigm of coherent-transport
e�ects into a suitably generalized thermoelectric frame-
work and explore the fundamental relations of the cor-
responding quantum machines. Quantum pumping gen-
erates nonzero dc currents by locally applying purely ac
drivings to a quantum coherent conductor [7–9]. It gen-
erates both charge and energy currents [10] and enables
heat pumping and the exchange of work between di�erent
driving forces [11, 12]. By combining adiabatic ac driving
with the application of dc voltages it is also possible to
exchange work between the dc electromotive forces and
the ac ones [13]. Furthermore, by a suitable architecture
of the device, part of the electrical work can be trans-
formed into mechanical work, providing a basis for the
operation of nanomotors and nanoengines [13–18]. The
e�ect of ac driving to pump charge and heat against dc
chemical potentials and temperature gradients was also
investigated in arrays of quantum dots [19].

The aim of the present work is to extend linear-
response theory to systems under adiabatic driving, in-
cluding the energy flux between the electrons and the ac
forces on equal footing with the heat and particle fluxes.
This allows us to describe the operation of the generic

two-terminal device sketched in Fig. 1 as a motor, gen-
erator (Fig. 1a), heat engine, or heat pump (Fig. 1b).
Specifically, we derive generalized Osager relations and
an appropriate figure of merit for this device which is
driven by ac potentials in addition to gradients of chem-
ical potential and temperature.

Adiabatic response. We begin by evaluating the cur-
rents and forces which are induced by a set of time-
periodic parameters in the adiabatic approximation. We
collect the parameters Vi(t) of the Hamiltonian Ĥ into
a vector V(t) = V(t + T ) = (V1(t), V2(t), . . .) so that
Ĥ = Ĥ(V(t)), where T = 2�/⇤ is the driving period.
At lowest order in the adiabatic approximation, the sys-
tem is described by the frozen density matrix ⇥̂t for the
Hamiltonian Ĥt with t treated as a parameter. Ac-
counting for the temporal variation of V(t) to lowest or-
der, we can approximate the time evolution operator as
Û(t, t0) ⇤ Texp{�iĤt(t� t0)� i

� t
t0
dt0(t� t0)F̂ · V̇(t)} in

terms of the generalized force F̂(t) = ��Ĥ(t)
�V(t) . To linear

order in the small “velocity” V̇(t), we can now follow the
usual steps of linear response theory [20] and express the

FIG. 1. Sketch of the setup. A coherent quantum conductor
is driven by time-periodic potentials and connected to two
reservoirs biased by (a) a chemical-potential di�erence ⇥µ or

(b) a temperature gradient ⇥T , or both. Charge Ṅ� and

heat Ṅ� (� = L,R) and power Ẇ are exchanged between
the reservoirs and the ac sources. The solid (dashed) arrow
indicate (a) the motor (generator) mode of the device, and
(b) the heat engine (heat pump) mode.
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Introduction. Describing the relation between parti-
cle and energy currents is at the heart of thermoelectrics
[1–5]. For dc driving with small temperature gradients
and bias voltages, linear-response relations between the
currents and the applied forces constitute the basis to de-
scribe thermoelectric phenomena. When combined with
the basic principles of thermodynamics, the resulting the-
ory has the beauty of simplicity and the strength of high
predictive power. Specifically, it allows for a successful
characterization of the e⌅ciency of various thermoelec-
tric machines in terms of the figure of merit introduced
by Io�e in 1949 [6].
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tum e�ects associated with coherent transport in nan-
odevices into this theoretical framework for thermoelec-
tric e�ects. Here, we address how to include adiabatic
quantum pumping as a paradigm of coherent-transport
e�ects into a suitably generalized thermoelectric frame-
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erates nonzero dc currents by locally applying purely ac
drivings to a quantum coherent conductor [7–9]. It gen-
erates both charge and energy currents [10] and enables
heat pumping and the exchange of work between di�erent
driving forces [11, 12]. By combining adiabatic ac driving
with the application of dc voltages it is also possible to
exchange work between the dc electromotive forces and
the ac ones [13]. Furthermore, by a suitable architecture
of the device, part of the electrical work can be trans-
formed into mechanical work, providing a basis for the
operation of nanomotors and nanoengines [13–18]. The
e�ect of ac driving to pump charge and heat against dc
chemical potentials and temperature gradients was also
investigated in arrays of quantum dots [19].

The aim of the present work is to extend linear-
response theory to systems under adiabatic driving, in-
cluding the energy flux between the electrons and the ac
forces on equal footing with the heat and particle fluxes.
This allows us to describe the operation of the generic
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erator (Fig. 1a), heat engine, or heat pump (Fig. 1b).
Specifically, we derive generalized Osager relations and
an appropriate figure of merit for this device which is
driven by ac potentials in addition to gradients of chem-
ical potential and temperature.

Adiabatic response. We begin by evaluating the cur-
rents and forces which are induced by a set of time-
periodic parameters in the adiabatic approximation. We
collect the parameters Vi(t) of the Hamiltonian Ĥ into
a vector V(t) = V(t + T ) = (V1(t), V2(t), . . .) so that
Ĥ = Ĥ(V(t)), where T = 2�/⇤ is the driving period.
At lowest order in the adiabatic approximation, the sys-
tem is described by the frozen density matrix ⇥̂t for the
Hamiltonian Ĥt with t treated as a parameter. Ac-
counting for the temporal variation of V(t) to lowest or-
der, we can approximate the time evolution operator as
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[1–5]. For dc driving with small temperature gradients
and bias voltages, linear-response relations between the
currents and the applied forces constitute the basis to de-
scribe thermoelectric phenomena. When combined with
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predictive power. Specifically, it allows for a successful
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quantum pumping as a paradigm of coherent-transport
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work and explore the fundamental relations of the cor-
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erates nonzero dc currents by locally applying purely ac
drivings to a quantum coherent conductor [7–9]. It gen-
erates both charge and energy currents [10] and enables
heat pumping and the exchange of work between di�erent
driving forces [11, 12]. By combining adiabatic ac driving
with the application of dc voltages it is also possible to
exchange work between the dc electromotive forces and
the ac ones [13]. Furthermore, by a suitable architecture
of the device, part of the electrical work can be trans-
formed into mechanical work, providing a basis for the
operation of nanomotors and nanoengines [13–18]. The
e�ect of ac driving to pump charge and heat against dc
chemical potentials and temperature gradients was also
investigated in arrays of quantum dots [19].

The aim of the present work is to extend linear-
response theory to systems under adiabatic driving, in-
cluding the energy flux between the electrons and the ac
forces on equal footing with the heat and particle fluxes.
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pumps, characterizing them in terms of e⇤ciencies and figures of merit.
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Introduction. Describing the relation between parti-
cle and energy currents is at the heart of thermoelectrics
[1–5]. For dc driving with small temperature gradients
and bias voltages, linear-response relations between the
currents and the applied forces constitute the basis to de-
scribe thermoelectric phenomena. When combined with
the basic principles of thermodynamics, the resulting the-
ory has the beauty of simplicity and the strength of high
predictive power. Specifically, it allows for a successful
characterization of the e⌅ciency of various thermoelec-
tric machines in terms of the figure of merit introduced
by Io�e in 1949 [6].

An important challenge is to incorporate genuine quan-
tum e�ects associated with coherent transport in nan-
odevices into this theoretical framework for thermoelec-
tric e�ects. Here, we address how to include adiabatic
quantum pumping as a paradigm of coherent-transport
e�ects into a suitably generalized thermoelectric frame-
work and explore the fundamental relations of the cor-
responding quantum machines. Quantum pumping gen-
erates nonzero dc currents by locally applying purely ac
drivings to a quantum coherent conductor [7–9]. It gen-
erates both charge and energy currents [10] and enables
heat pumping and the exchange of work between di�erent
driving forces [11, 12]. By combining adiabatic ac driving
with the application of dc voltages it is also possible to
exchange work between the dc electromotive forces and
the ac ones [13]. Furthermore, by a suitable architecture
of the device, part of the electrical work can be trans-
formed into mechanical work, providing a basis for the
operation of nanomotors and nanoengines [13–18]. The
e�ect of ac driving to pump charge and heat against dc
chemical potentials and temperature gradients was also
investigated in arrays of quantum dots [19].

The aim of the present work is to extend linear-
response theory to systems under adiabatic driving, in-
cluding the energy flux between the electrons and the ac
forces on equal footing with the heat and particle fluxes.
This allows us to describe the operation of the generic

two-terminal device sketched in Fig. 1 as a motor, gen-
erator (Fig. 1a), heat engine, or heat pump (Fig. 1b).
Specifically, we derive generalized Osager relations and
an appropriate figure of merit for this device which is
driven by ac potentials in addition to gradients of chem-
ical potential and temperature.

Adiabatic response. We begin by evaluating the cur-
rents and forces which are induced by a set of time-
periodic parameters in the adiabatic approximation. We
collect the parameters Vi(t) of the Hamiltonian Ĥ into
a vector V(t) = V(t + T ) = (V1(t), V2(t), . . .) so that
Ĥ = Ĥ(V(t)), where T = 2�/⇤ is the driving period.
At lowest order in the adiabatic approximation, the sys-
tem is described by the frozen density matrix ⇥̂t for the
Hamiltonian Ĥt with t treated as a parameter. Ac-
counting for the temporal variation of V(t) to lowest or-
der, we can approximate the time evolution operator as
Û(t, t0) ⇤ Texp{�iĤt(t� t0)� i

� t
t0
dt0(t� t0)F̂ · V̇(t)} in

terms of the generalized force F̂(t) = ��Ĥ(t)
�V(t) . To linear

order in the small “velocity” V̇(t), we can now follow the
usual steps of linear response theory [20] and express the

FIG. 1. Sketch of the setup. A coherent quantum conductor
is driven by time-periodic potentials and connected to two
reservoirs biased by (a) a chemical-potential di�erence ⇥µ or

(b) a temperature gradient ⇥T , or both. Charge Ṅ� and

heat Ṅ� (� = L,R) and power Ẇ are exchanged between
the reservoirs and the ac sources. The solid (dashed) arrow
indicate (a) the motor (generator) mode of the device, and
(b) the heat engine (heat pump) mode.
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expectation value O(t) of an observable Ô at time t as

O(t) ⌅ ⌃Ô⌥t � i

⌥ t

t0

dt�(t� t�)⌃
�
Ô(t), F̂(t�)

 
⌥tV̇(t)

= ⌃Ô⌥t +�OF
t · V̇(t). (1)

Here, the operators Ô(t) and F̂(t�) are defined in the
Heisenberg representation with respect to the frozen
Hamiltonian Ht and ⌃. . .⌥t denotes the expectation value
with respect to the frozen density matrix ⇧̂t, while �OF

t

can be expressed through the retarded adiabatic suscepti-
bility ⌃O,F

t (t�t�) = �i⇤(t�t�)⌃[Ô(t), F̂(t�)]⌥t. We now ex-
pand the frozen average to linear order in an applied bias
⇥µ, yielding ⌃Ô⌥t ⌅ �Oc

t ⇥µ, where the linear-response co-
e⇧cient �Oc

t is given by the usual Kubo formula. Ap-
plying this procedure specifically to the charge current
Jc(t) and the forces F(t) (and postponing the heat cur-
rents and temperature gradients for further below), we
obtain

�
Jc(t)
F(t)

⇥
=

�
Jc
t

Ft

⇥
+

�
�cc
t �cf

t

�fc
t �̂ff

t

⇥�
⇥µ
V̇(t)

⇥
, (2)

to linear order in ⇥µ and V̇(t).
The terms in Eq. (2) have clear physical interpreta-

tions. The first term on the right hand side collects
the currents and forces evaluated with the frozen den-
sity matrix ⇧̂t in equilibrium (i.e., for ⇥µ = 0). These
terms have zero mean when averaged over one period of
the ac fields. The forces can be thought of as conserva-
tive Born-Oppenheimer forces and expressed as a gradi-
ent of the equilibrium energy of the system with respect
to V(t). For several potentials this term may lead to ex-
change of work between the di⇥erent forces Fj without
dissipation. Such processes were considered in Refs. 11
and 12. Adiabatic quantum pumping of charge by the
ac potentials is described by �cf

t , while �fc
t captures the

modification of the forces by the applied bias ⇥µ. Both
contributions are generally nonzero when averaged over
a period, implying that this contribution to the force is
nonconservative. This was discussed for non-interacting
electrons coupled to adiabatic nanomechanical systems
[21, 22] and nanomagnets [23], where in the latter case
it corresponds to the spin-transfer torque. The diago-
nal components describe the usual conductivity through
�cc
t and the velocity-dependent force through �̂ff

t . In
time-reversal symmetric systems, the latter is symmetric
and describes a frictional force. Without time-reversal
symmetry, �̂ff

t may have an antisymmetric part which
is analogous to the Lorenz force [22].

Equation (2) has an important consequence. The co-
e⇧cients are related to susceptibilities evaluated with
the frozen equilibrium state ⇧t. Thus, we can ap-
ply arguments based on the microreversibility of time-
independent Hamiltonians and consequently, the re-
sponse coe⇧cients �ij

t satisfy the generalized Onsager

relations (see the Supplementary Material 1 for details)

�cc
t (B) = �cc

t (�B) , �̂ff
ij (B) = sisj�̂

ff
ji (�B)

�cf
j (B) = sj�

fc
j (�B), (3)

where sj = ±1 depending on the parity of the operators

F̂j under time reversal. Similar relations were found for
closed systems [24]. The second line imposes a relation
between the adiabatic quantum pumping of charge and
the nonconservative force. This relation was previously
found for noninteracting adiabatic quantum motors at
zero-temperature and B = 0 [13]. Eqs. (3) are valid at
finite T and in the presence of many-body interactions.
Generalized thermoelectric framework. Thermo-

electrics considers particle and heat currents in response
to chemical-potential and temperature di⇥erences. In the
presence of ac driving as in the devices in Fig. 1, we have
to include the quantum pumping of particles and heat as
well as the work performed by or on the ac potentials on
the same footing. To develop the corresponding quantum
thermoelectrics, we first consider the entropy production
of the system. After averaging over one period of the ac
driving, the net dissipation occurs only in the electrodes
and we can write

Ṡ =
Q̇L

TL
+

Q̇R

TR
, (4)

where the average heat flux in lead � is given by Q̇� =

Ė� � µ�Ṅ�. The energies E� and particle numbers N�

satisfy the conservation laws

ṄR = �ṄL, ĖL + ĖR = Ẇ . (5)

While particle-number conservation takes the same form
as in standard thermoelectrics, energy conservation must
account for the additional work W performed by the ac
potentials on the electron system. The corresponding
power can be expressed as Ẇ = �

⇧
j Fj(t)V̇j(t), yielding

the entropy production

Ṡ = ṄR
⇥µ

T
+ Q̇R

⇥T

T 2
�

⌃

j

Fj(t)
V̇j(t)

T
(6)

to linear oder in the applied bias ⇥µ = µL�µR and tem-
perature di⇥erence ⇥T = TL � TR. Note that after aver-
aging over a period, the conservative Born-Oppenheimer
forces in Eq. (2) do not contribute to entropy production.
Then, the power can be expressed in linear response and
for ⇥T = 0 as

Ẇ = �
⌃

j

⇤
(�̂fc

t )j V̇j(t)⇥µ+
⌃

l

(�̂ff
t )jlV̇j(t)V̇l(t)

⌅
.(7)

Here, the first term on the right-hand side describes the
work performed by the nonconservative force originating

⇤OF =

Z +1

�1
d⌧⌧�OF

t
(⌧) = lim

⌦!0

Im
⇥
�OF
t

(⌦)
⇤

⌦
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Û(t, t0) ⇤ Texp{�iĤt(t� t0)� i
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presence of ac driving as in the devices in Fig. 1, we have
to include the quantum pumping of particles and heat as
well as the work performed by or on the ac potentials on
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thermoelectrics, we first consider the entropy production
of the system. After averaging over one period of the ac
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Ṡ =
Q̇L

TL
+

Q̇R

TR
, (4)
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account for the additional work W performed by the ac
potentials on the electron system. The corresponding
power can be expressed as Ẇ = �
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Here, the operators Ô(t) and F̂(t�) are defined in the
Heisenberg representation with respect to the frozen
Hamiltonian Ht and ⌃. . .⌥t denotes the expectation value
with respect to the frozen density matrix ⇧̂t, while �OF

t

can be expressed through the retarded adiabatic suscepti-
bility ⌃O,F
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Here, the operators Ô(t) and F̂(t�) are defined in the
Heisenberg representation with respect to the frozen
Hamiltonian Ht and ⌃. . .⌥t denotes the expectation value
with respect to the frozen density matrix ⇧̂t, while �OF

t

can be expressed through the retarded adiabatic suscepti-
bility ⌃O,F
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Introduction. Describing the relation between parti-
cle and energy currents is at the heart of thermoelectrics
[1–5]. For dc driving with small temperature gradients
and bias voltages, linear-response relations between the
currents and the applied forces constitute the basis to de-
scribe thermoelectric phenomena. When combined with
the basic principles of thermodynamics, the resulting the-
ory has the beauty of simplicity and the strength of high
predictive power. Specifically, it allows for a successful
characterization of the e⌅ciency of various thermoelec-
tric machines in terms of the figure of merit introduced
by Io�e in 1949 [6].

An important challenge is to incorporate genuine quan-
tum e�ects associated with coherent transport in nan-
odevices into this theoretical framework for thermoelec-
tric e�ects. Here, we address how to include adiabatic
quantum pumping as a paradigm of coherent-transport
e�ects into a suitably generalized thermoelectric frame-
work and explore the fundamental relations of the cor-
responding quantum machines. Quantum pumping gen-
erates nonzero dc currents by locally applying purely ac
drivings to a quantum coherent conductor [7–9]. It gen-
erates both charge and energy currents [10] and enables
heat pumping and the exchange of work between di�erent
driving forces [11, 12]. By combining adiabatic ac driving
with the application of dc voltages it is also possible to
exchange work between the dc electromotive forces and
the ac ones [13]. Furthermore, by a suitable architecture
of the device, part of the electrical work can be trans-
formed into mechanical work, providing a basis for the
operation of nanomotors and nanoengines [13–18]. The
e�ect of ac driving to pump charge and heat against dc
chemical potentials and temperature gradients was also
investigated in arrays of quantum dots [19].

The aim of the present work is to extend linear-
response theory to systems under adiabatic driving, in-
cluding the energy flux between the electrons and the ac
forces on equal footing with the heat and particle fluxes.
This allows us to describe the operation of the generic

two-terminal device sketched in Fig. 1 as a motor, gen-
erator (Fig. 1a), heat engine, or heat pump (Fig. 1b).
Specifically, we derive generalized Osager relations and
an appropriate figure of merit for this device which is
driven by ac potentials in addition to gradients of chem-
ical potential and temperature.

Adiabatic response. We begin by evaluating the cur-
rents and forces which are induced by a set of time-
periodic parameters in the adiabatic approximation. We
collect the parameters Vi(t) of the Hamiltonian Ĥ into
a vector V(t) = V(t + T ) = (V1(t), V2(t), . . .) so that
Ĥ = Ĥ(V(t)), where T = 2�/⇤ is the driving period.
At lowest order in the adiabatic approximation, the sys-
tem is described by the frozen density matrix ⇥̂t for the
Hamiltonian Ĥt with t treated as a parameter. Ac-
counting for the temporal variation of V(t) to lowest or-
der, we can approximate the time evolution operator as
Û(t, t0) ⇤ Texp{�iĤt(t� t0)� i

� t
t0
dt0(t� t0)F̂ · V̇(t)} in

terms of the generalized force F̂(t) = ��Ĥ(t)
�V(t) . To linear

order in the small “velocity” V̇(t), we can now follow the
usual steps of linear response theory [20] and express the

FIG. 1. Sketch of the setup. A coherent quantum conductor
is driven by time-periodic potentials and connected to two
reservoirs biased by (a) a chemical-potential di�erence ⇥µ or

(b) a temperature gradient ⇥T , or both. Charge Ṅ� and

heat Ṅ� (� = L,R) and power Ẇ are exchanged between
the reservoirs and the ac sources. The solid (dashed) arrow
indicate (a) the motor (generator) mode of the device, and
(b) the heat engine (heat pump) mode.
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erator (Fig. 1a), heat engine, or heat pump (Fig. 1b).
Specifically, we derive generalized Osager relations and
an appropriate figure of merit for this device which is
driven by ac potentials in addition to gradients of chem-
ical potential and temperature.

Adiabatic response. We begin by evaluating the cur-
rents and forces which are induced by a set of time-
periodic parameters in the adiabatic approximation. We
collect the parameters Vi(t) of the Hamiltonian Ĥ into
a vector V(t) = V(t + T ) = (V1(t), V2(t), . . .) so that
Ĥ = Ĥ(V(t)), where T = 2�/⇤ is the driving period.
At lowest order in the adiabatic approximation, the sys-
tem is described by the frozen density matrix ⇥̂t for the
Hamiltonian Ĥt with t treated as a parameter. Ac-
counting for the temporal variation of V(t) to lowest or-
der, we can approximate the time evolution operator as
Û(t, t0) ⇤ Texp{�iĤt(t� t0)� i

� t
t0
dt0(t� t0)F̂ · V̇(t)} in

terms of the generalized force F̂(t) = ��Ĥ(t)
�V(t) . To linear

order in the small “velocity” V̇(t), we can now follow the
usual steps of linear response theory [20] and express the

FIG. 1. Sketch of the setup. A coherent quantum conductor
is driven by time-periodic potentials and connected to two
reservoirs biased by (a) a chemical-potential di�erence ⇥µ or

(b) a temperature gradient ⇥T , or both. Charge Ṅ� and

heat Ṅ� (� = L,R) and power Ẇ are exchanged between
the reservoirs and the ac sources. The solid (dashed) arrow
indicate (a) the motor (generator) mode of the device, and
(b) the heat engine (heat pump) mode.
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Nonlinear charge and energy dynamics of an adiabatically driven interacting quantum dot

Javier I. Romero,1 Pablo Roura-Bas,2 Armando A. Aligia,3 and Liliana Arrachea1

1International Center for Advanced Studies, ECyT-UNSAM, Campus Miguelete, 25 de Mayo y Francia, 1650 Buenos Aires, Argentina
2Dpto de Física, Centro Atómico Constituyentes, Comisión Nacional de Energía Atómica, CONICET, 1650 Buenos Aires, Argentina

3Centro Atómico Bariloche and Instituto Balseiro, Comisión Nacional de Energía Atómica, CONICET, 8400 Bariloche, Argentina
(Received 6 October 2016; revised manuscript received 12 May 2017; published 8 June 2017)

We formulate a general theory to study the time-dependent charge and energy transport of an adiabatically
driven interacting quantum dot in contact with a reservoir for arbitrary amplitudes of the driving potential. We
study within this framework the Anderson impurity model with a local ac gate voltage. We show that the exact
adiabatic quantum dynamics of this system is fully determined by the behavior of the charge susceptibility of
the frozen problem. At T = 0, we evaluate the dynamic response functions with the numerical renormalization
group (NRG). The time-resolved heat production exhibits a pronounced feature described by an instantaneous
Joule law characterized by a universal Büttiker resistance quantum R0 = h/(2e2) for each spin channel. We show
that this law holds in the noninteracting as well as in the interacting system and also when the system is spin
polarized. In addition, in the presence of a static magnetic field, the interplay between many-body interactions
and spin polarization leads to a nontrivial energy exchange between electrons with different spin components.
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I. INTRODUCTION

The generation of electron currents by locally applying
time-dependent voltages in coherent conductors is a topic
of intensive research activity for some years now. Any
mechanism to be implemented with this goal is accompanied
by energy dissipation.

Quantum capacitors are prominent experimental realiza-
tions of these systems [1– 3]. They were introduced by Büttiker,
Thomas, and Prêtre as quantum equivalents of the classical
linear RC circuits [4– 6], by assuming a small amplitude of the
driving voltage. The corresponding ac complex impedance
depends on the driving frequency, the capacitance of the
quantum dot, and the resistance of the circuit. In the original
theory [4– 6], transport coherence is assumed along the full
setup, and the only resistive element is the contact, which
results in a quantized electron relaxation resistance Rq =
R0/Nc where Nc is the number of transport channels and R0 =
h/(2e2) is the Büttiker resistance quantum. The universality of
this resistance remains robust in the low frequency regime
upon adding electron-electron interactions in the quantum dot
provided that the system behaves as a Fermi liquid (FL) [7– 11].

While in some experiments the driving amplitudes were
within the range of linear response theory [1], further exper-
imental [2,3] and theoretical [12– 15] contributions focused
on quantum capacitors as single-electron sources, implying
large amplitudes. In Ref. [12] a theory for the regime of
large amplitudes was proposed for noninteracting systems.
The effect of many-body interactions was later considered
within perturbation theory [16], mean-field approximations
[17], and exact approaches valid in the large-transparency limit
[18]. One of the goals of the present contribution is to study
the low-frequency nonlinear regime while fully taking into
account many-body interactions and spin-polarization effects
caused by external magnetic fields.

The setup consists of a quantum dot driven by a gate voltage
Vg(t) and connected to an electron reservoir, as sketched in
Fig. 1. We focus on the so-called adiabatic regime where
the time scale associated with a variation of Vg(t) is much

larger than the characteristic time scale for the dynamics of
the electrons inside the quantum dot.

As mentioned before, in linear response, it is usual to
represent this setup in terms of a resistance in series with a
capacitor, as sketched at the top of Fig. 1 [1– 11]. In this paper,
we show that this representation with R = Rq is also sound
to describe the adiabatic dynamics of the interacting system
without magnetic field beyond linear response. In the case of a
magnetic field applied at the quantum dot, we analyze the setup
in the context of the circuit sketched in Fig. 2, where each spin
channel is regarded as a branch of a circuit with a capacitance
in series with a resistance accounting for a total voltage drop
Vg(t). For the quantum dot without many-body interactions,
we show that the resistance per spin channel is R0, while we
argue that for the interacting quantum dot with magnetic field,
the charge dynamics cannot be properly represented by this
circuit.

The quantum dot-reservoir system dissipates the energy
received from the ac source in the form of heat that flows
into the reservoir. For a noninteracting quantum dot connected
to a single-channel reservoir at zero temperature and for low
frequency but arbitrary amplitude of the driving potential, the
time-dependent rate for the dissipation of energy was found
to obey an instantaneous Joule law (IJL), with the universal
resistance R0 [19,20],

PJoule(t) = R0

∑

σ

[IC,σ (t)]2, (1)

where IC,σ (t) is the instantaneous charge current of electrons
with spin σ flowing from the quantum dot to the reservoir. Here
we investigate to what an extent the Coulomb interaction at the
quantum dot affects this picture. We analyze this ingredient in
the framework of the Anderson impurity model. One of the
scenarios in this context is the Kondo effect, which takes place
below the so-called Kondo temperature TK when the quantum
dot is strongly connected to the reservoirs and occupied by an
odd number of electrons [21]. The electrons of the reservoir
and the effective spin 1/2 localized at the quantum dot form

2469-9950/2017/95(23)/235117(12) 235117-1 ©2017 American Physical Society
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Non-linear charge and energy dynamics of an adiabatically driven correlated quantum dot
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We formulate a general theory to study the time-dependent charge and energy transport of an adiabatically
driven interacting quantum dot in contact to a reservoir for arbitrary amplitudes of the driving potential. We
study within this framework the Anderson impurity model with a local ac gate voltage, by evaluating the dy-
namical response functions with the numerical renormalization group (NRG). The time-resolved heat production
exhibits a pronounced feature described by an instantaneous Joule law characterized by an universal resistance
quantum. In the strongly correlated regime there is an additional mechanism for energy dissipation associated
to the exothermic disruption of the screening cloud.
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Introduction. The generation of electron currents by locally
applying time-dependent voltages in coherent conductors is a
topic of intensive research activity for some years now. Any
mechanism to be implemented with this goal is accompanied
by energy dissipation.
Quantum capacitors are prominent experimental realizations
of these systems [1–3]. They were introduced by Büttiker,
Thomas, Prêtre as quantum equivalents of the classical lin-
ear RC circuits [4–6], by assuming a small amplitude of the
driving voltage. The corresponding ac complex impedance
depends on the driving frequency, the capacitance of the quan-
tum dot and the resistance of the circuit. In the original the-
ory [4–6], transport coherence is assumed along the full setup,
and the only resistive element is the contact, which results
in a quantized electron relaxation resistance Rq = h/(2Nce2),
where Nc is the number of transport channels. The univer-
sality of this resistance remains robust in the low frequency
regime upon adding electron-electron interactions in the quan-
tum dot provided that the system behaves as a Fermi liquid
[14–18].
While in some experiments the driving amplitudes were
within the range of linear response theory [1], further experi-
mental [2, 3] and theoretical [7, 11–13] contributions focused
on quantum capacitors as single-electron sources, implying
large amplitudes. In Ref. 7 a theory for the regime of large
amplitudes was proposed, with focus on non-interacting sys-
tems. The effect of many-body interactions was later consid-
ered within perturbation theory [8] and mean-field approxi-
mations [9]. One of the goals of the present contribution is to
study the low-frequency non-linear regime while fully taking
into account many-body interactions.
We start by formulating an equation for the low-frequency
regime of the classical non-linear circuit (NLC) consisting of
a capacitance C(t) in series with a R(t), with a total voltage
drop Vg(t). This is sketched at the top of Fig. 1 and it can be
regarded as the classical analog of the structure at the bottom.
The latter consists of a quantum dot driven by a gate voltage
Vg(t) and connected to an electron reservoir. For the classical
linear circuit [10], R andC are constants independent of Vg(t).

FIG. 1. (Color online) Sketch of the setup. A quantum dot described
by a single electron level with Coulomb interaction U is driven by an
ac gate voltage Vg(t) = V0 sin(Ωt) and is connected to a normal lead.

In our case, these two quantities depend on Vg(t), while we
assume that V̇g(t) is small. Therefore, we generalize the linear
equation describing the charge in the capacitor at time t [10]
to the non-linear one: Q(t) =

∫ t
t0
dt′C(t′)V̇g(t′) −C(t)R(t)IC(t),

while IC(t) = Q̇(t) is the charge flow exiting the reservoir due
to the variation of the charge of the quantum dot. For small
V̇g(t) it reads

IC(t) = C(t)V̇g(t) −
∂
[

R(t)C2(t)V̇g(t)
]

∂t
. (1)

The quantum dot-reservoir circuit dissipates the energy re-
ceived from the ac source in the form of heat that flows into
the reservoir. For a non-interacting quantum dot connected
to a single-channel reservoir at zero temperature and for slow
frequency but arbitrary amplitude of the driving potential, the
time-dependent rate for the dissipation of energy was found
to obey an instantaneous Joule law (IJL), with the universal
resistance Rq, [19, 20],

PJoule(t) = Rq[IC(t)]2. (2)

Many-body interactions are expected to modify this picture,

T=0

Coulomb interaction

2

the charge dynamics cannot be properly represented by this
circuit.

The quantum dot-reservoir system dissipates the energy re-
ceived from the ac source in the form of heat that flows into
the reservoir. For a non-interacting quantum dot connected
to a single-channel reservoir at zero temperature and for low
frequency but arbitrary amplitude of the driving potential, the
time-dependent rate for the dissipation of energy was found
to obey an instantaneous Joule law (IJL), with the universal
resistance R0,19,21

PJoule(t) = R0

∑

σ

[IC,σ(t)]2, (1)

where IC,σ(t) is the instantaneous charge current of electrons
with spin σ flowing from the quantum dot to the reservoir.
Here we investigate to what an extent the Coulomb inter-
action at the quantum dot affects this picture. We analyze
this ingredient in the framework of the Anderson impurity
model. One of the scenarios in this context is the Kondo ef-
fect, which takes place below the so called Kondo tempera-
ture TK when the quantum dot is strongly connected to the
reservoirs and occupied by an odd number of electrons.23 The
electrons of the reservoir and the effective spin 1/2 localized
at the quantum dot form a many-body singlet state. Other
scenario is the Coulomb blockade, according to which it is
necessary to overcome the energy of the Coulomb interac-
tion to introduce an additional electron in the quantum dot
once it is already filled with one electron. In all the regimes,
the single impurity Anderson model behaves as a FL, even in
the presence of a magnetic field. We show that, due to this
fact, the dynamics for the energy dissipation in the adiabatic
regime is ruled by the IJL of Eq. (1) even beyond linear re-
sponse. However, the mechanisms for the energy transport
depend on the interactions and the spin polarization. We show
that in systems without spin polarization (interacting and non-
interacting), as well as in non-interacting systems (with and
without spin-polarization), electrons with each spin orienta-
tion separately dissipate energy at a rate described by a Joule
law PJoule,σ(t) = R0[IC,σ(t)]2. Instead, the interplay between
many-body interactions and spin polarization leads to regimes
where electrons with a given spin orientation exchange energy
with electrons with the opposite spin orientation, although the
total rate for the energy dissipation is described by Eq. (1).

The work is organized as follows. We present the theoret-
ical treatment in Section II. In Section III we discuss the
case where the quantum dot is non-interacting. We show
that the exact description of the adiabatic dynamics is fully
determined by the behavior of the charge susceptibility of
the frozen system described by the equilibrium Hamiltonian
frozen at a given time. The effect of many-body interactions
is discussed in Section IV. In Section V we present numer-
ical results obtained with Numerical Renormalization Group
(NRG). For systems without spin polarization, we also use ex-
act results of static properties obtained using the Bethe Ansatz
(BA). We present the summary and conclusions in Section VI.

II. THEORETICAL TREATMENT

A. Model

We consider the system of Fig. 1. A driven quantum dot is
connected to a normal lead of free electrons at zero tempera-
ture and chemical potential µ. The full setup is described by
an Anderson Hamiltonian,

H(t) = Hdot(t) + Hres + HT. (2)

The first term describes the dot

Hdot(t) =
∑

σ

εd,σ(t)ndσ + U

(

n↑ −
1

2

) (

n↓ −
1

2

)

, (3)

with ndσ denoting the number operator with spin σ =↑, ↓, U
is the Coulomb repulsion, and εd,σ(t) = ε0 + sσ

δZ
2 + Vg(t)

is the single-particle energy modulated by the applied gate
voltage Vg(t), with Vg(t) = eVg(t) = V0 sin(Ωt), δZ is the
Zeeman splitting due to the presence of an external mag-
netic field, sσ = ±1 for σ =↑, ↓, and −e is the charge of
the electron. The reservoir is described by the Hamiltonian

Hres =
∑

σ,k ϵkc†
kσ

ckσ, which is assumed to have a constant
density of states within a bandwidth 2D. The coupling be-

tween dot and reservoir is HT = Vc
∑

kσ

[

c†
kσ

dσ + h.c
]

.

B. Charge and energy adiabatic dynamics

The conservation of the charge in the full system implies

eṅd(t) = e
∑

σ

ṅdσ(t) =
∑

σ

IC,σ(t), (4)

where ndσ(t) ≡ ⟨ndσ(t)⟩ is the occupancy of the dot by elec-
trons with spin σ at time t, IC,σ(t) is the contribution of the
electrons with spin σ to the charge current flowing out of the
dot at time t, and e > 0 the elementary charge.
The power developed by the external ac source on the electron
system is defined as20 Pac(t) = −⟨∂H/∂t⟩ = −e

∑

σ ndσ(t)V̇g(t).
This leads to a net heat production in the electron system at
a rate Q̇(t) = −Pac(t).

21 We find it convenient to define the
power

P(t) = e
∑

σ

ndσ(t)V̇g(t), (5)

such that P > 0 implies work delivered from the electron sys-
tem against the ac sources. With this definition, the rate for
the heat production in the electron system reads Q̇(t) = P(t) =
Pcons(t)+Pdiss(t).

22 This power contains a purely ac component
Pcons(t) associated to the reversible heat produced by the con-
servative (Born-Oppenheimer) forces, and a dissipative com-
ponent Pdiss(t) with a non-zero time average.
The dynamics of the heat production and the charge current
is fully determined by ndσ(t). For low frequencies, the latter
can be calculated within the adiabatic formalism of Ref. 24,

Adiabatic Kubo formalism + Numerical 
renormalization group 
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We formulate a general theory to study the time-dependent charge and energy transport of an adiabatically
driven quantum dot in contact to normal and superconducting reservoirs at T = 0. This setup is a generalization
of a quantum RC circuit, with capacitive components due to Andreev processes and induced pairing fluctuations,
in addition to the convencional normal charge fluctuations. The dynamics for the dissipation of energy is ruled
by a Joule law of four channels in parallel with the universal Büttiker resistance R0 = e

2/2h per channel. Two
transport channels are associated to the two spin components of the usual charge fluctuations, while the other two
are associated to electrons and holes due to pairing fluctuations. The latter leads to an ”anomalous” component
of the Joule law and take place with a vanishing net current due to the opposite flows of electrons and holes.

I. INTRODUCTION

Time dependent transport at nanoscale is a prominent tool
for probing electronic dynamics at very low temperatures. A
prototypical instance is found in on-demand single electron
sources in which individual electron and hole charges are per-
fectly emitted.1 The simplest device that works as a quantized
emitter is a quantum capacitor, which consists of a single-level
quantum dot tunnel-coupled to an unique reservoir. In such
a case only a purely AC current response is possible when
the dot gate is electrostatically influenced by an AC voltage
source.2–7 Working in a range of frequencies of GHz (⌦) and
at su�ciently slow AC amplitudes (Vg) this setup behaves as
a RC circuit that for the quantum regime exhibits the peculiar-
ity that relaxation processes are featured by an universal quan-
tized resistance R0 = h/2e

2.2–4 The quantum analogue to the
classical RC circuit is now done by replacing the geometrical
capacitance by a quantum capacitance which is proportional
to the density of states of the localized level.

Conductance quantization is observed in the stationary regime
as a signature of ballistic transport due to the lack of backscat-
tering events.8,9 In a quantum capacitor operating in condi-
tions where many-body interactions do not play a role, the
resistance quantization is attributed to a particular behavior of
the dwell time. R0 is universal because the mean value for
the square of the dwell time coincides with the square of its
mean value. For interacting systems under AC driving charge
relaxation processes are dictated by the correlation function
of the electron-hole excitations which are proportional to the
available density of electron-hole pairs or, equivalently, to the
charge susceptibility.10–20 In that case, there is a relaxation
resistance R0 per spin channel and such universality resides
in the fullfilment of the Korringa-Shiba relation.15,19–21 The
latter holds for systems that behave as Fermi liquids, which
to some extend behave as noninteracting systems with renor-
malized parameters. Besides, a di↵erent quantization phe-
nomenon in a quantum capacitor is observed, depending on
the way in which the AC amplitude is increased beyond linear
response.5–7,22–28 Such quantization has potential metrological
applications and is suitable for quantum computing designs.

FIG. 1. (a) Sketch of the setup. A quantum dot is driven by an ac
gate voltage Vg(t) = V0 sin(⌦t) and is connected to a normal and
a superconducting lead. (b) Representation of the dynamics of the
charge and energy by means of an e↵ective circuit with capacitive
and resistive elements. The two branches associated to the normal
charge fluctuations are associated to the two components of the spin
of the electrons. The other two describe the ”anomalous” charge
flow due to fluctuations of the induced pairing at the quantum dot.
The corresponding charge fluxes are associated to electrons and holes
and have opposite directions as indicated in the figure by the full dot
pairs (electrons) and empty ones (holes).

Most of the studies on quantum RC circuits belong to the lin-
ear regime being the nonlinear regime less investigated. In
particular, few studies have been reported in the interacting
system beyond linear response.28–31

In the nonlinear regime, it is not obvious how to extend the
concept of relaxation resistance, because the analogy to the
classical circuit is not necessarily valid. Resistive behavior is
related to dissipation of energy. Hence, the analysis of the en-
ergy transport and heat production in parallel with the charge
transport in these systems is a natural strategy. In a recent
work, it was shown that a non-interacting quantum dot driven
in the adiabatic regime obeys an instantaneous Joule law with
an universal resistance R0 per transport channel.42–45 For an
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Anomalous Joule law in the adiabatic dynamics of a quantum dot in contact
with normal-metal and superconducting reservoirs

Liliana Arrachea1,2 and Rosa López3

1International Center for Advanced Studies, Escuela de Ciencia y Tecnología, Universidad Nacional de San Martín,
25 Avenida de Mayo y Francia, 1650 Buenos Aires, Argentina

2Dahlem Center for Complex Quantum Systems and Fachbereich Physik, Freie Universität Berlin, 14195 Berlin, Germany
3Institut de Física Interdisciplinària i de Sistemes Complexos (CSIC-UIB), 07122 Palma de Mallorca, Spain

(Received 9 April 2018; published 5 July 2018)

We formulate a general theory to study the time-dependent charge and energy transport of an adiabatically
driven quantum dot in contact with normal and superconducting reservoirs at T = 0. This setup is a generalization
of a quantum RC circuit, with capacitive components due to Andreev processes and induced pairing fluctuations,
in addition to the conventional normal charge fluctuations. The dynamics for the dissipation of energy is ruled
by a Joule law for four channels in parallel with the universal Büttiker resistance R0 = e2/2h per channel.
Two transport channels are associated with the two spin components of the usual charge fluctuations, while the
other two are associated with electrons and holes due to pairing fluctuations. The latter leads to an “anomalous”
component of the Joule law and takes place with a vanishing net current due to the opposite flows of electrons
and holes.
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I. INTRODUCTION

Time-dependent transport at the nanoscale is a prominent
tool for probing electronic dynamics at very low temperatures.
A prototypical instance is found in on-demand single-electron
sources in which individual electron and hole charges are
perfectly emitted [1]. The simplest device that works as a
quantized emitter is a quantum capacitor, which consists of a
single-level quantum dot tunnel coupled to a unique reservoir.
In such a case only a purely ac current response is possible
when the dot gate is electrostatically influenced by an ac volt-
age source [2– 7]. Working in a range of gigahertz frequencies
! and at sufficiently slow ac amplitudes Vg , this setup behaves
as an RC circuit that for the quantum regime exhibits the
peculiarity that relaxation processes are featured by a universal
quantized resistance R0 = h/2e2 [2– 4]. The quantum analog
to the classical RC circuit is now done by replacing the
geometrical capacitance by a quantum capacitance which is
proportional to the density of states of the localized level.

Conductance quantization is observed in the stationary
regime as a signature of ballistic transport due to the lack of
backscattering events [8,9]. In a quantum capacitor operating
in conditions where many-body interactions do not play a role,
the resistance quantization is attributed to a particular behavior
of the dwell time. R0 is universal because the mean value for
the square of the dwell time coincides with the square of its
mean value. For interacting systems under ac driving charge
relaxation processes are dictated by the correlation function
of the electron-hole excitations, which are proportional to the
available density of electron-hole pairs or, equivalently, to the
charge susceptibility [10– 20]. In that case, there is a relaxation
resistance R0 per spin channel and such universality resides
in the fulfillment of the Korringa-Shiba relation [15,19– 21].
The latter holds for systems that behave as Fermi liquids,
which to some extent behave as noninteracting systems with

renormalized parameters. In addition, a different quantization
phenomenon in a quantum capacitor is observed, depending
on the way in which the ac amplitude is increased beyond
linear response [5– 7,22– 28]. Such quantization has potential
metrological applications and is suitable for quantum com-
puting designs. Most of the studies on quantum RC circuits

FIG. 1. (a) Sketch of the setup. A quantum dot is driven by an
ac gate voltage Vg(t) = V0 sin(!t) and is connected to a normal lead
and a superconducting lead. (b) Representation of the dynamics of
the charge and energy by means of an effective circuit with capacitive
and resistive elements. The two branches associated with the normal
charge fluctuations are associated with the two components of the
spin of the electrons. The other two describe the anomalous charge
flow due to fluctuations of the induced pairing at the quantum dot.
The corresponding charge fluxes are associated with electrons and
holes and have opposite directions, as indicated by the solid-dot pairs
(electrons) and open ones (holes).
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A network of scientists dedicated to understanding the thermodynamics of quantum systems andA network of scientists dedicated to understanding the thermodynamics of quantum systems and
quantum transport.quantum transport.

The theory of thermodynamics was the great success of 19th century physics. It has given enormous insight into how a machine
turns heat into power, whether the machine is a steam engine or a nuclear power station. Similarly, it tells us how power can be
used for refrigeration, from your household refrigerator to cooling circuits for superconducting MRI scanners in hospitals. It is a
theory which tells us that disorder called entropy is at the heart of most physical processes, and that this disorder increases with
time. This necessity that entropy increases with time is what ensures that heat cannot spontaneously flow from cold to hot, and
why chemical reactions in your body go in one direction rather than another.

However, the theory of thermodynamics was developed more than 100 years ago, before we knew much about the quantum
nature of small objects (electrons, atoms, molecules, etc); in particular that they can exhibit wave-particle duality, that they can be
in two different states at the same time (superposition) and can be entangled with other quantum particles far away. All of these
effects are described by the theory of quantum mechanics whose consequences are so far reaching that scientists have been
grappling with them since the theory was invented in 1925. Quantum transport is the theory of how such quantum objects flow
from one place to another, and how this flow is affected by wave-particle duality, superposition and entanglement. Most
commonly the quantum objects that flow are electrons in metals, semiconductors or superconductors, but they could also be
atoms in optical lattices.

The traditional theory of thermodynamics does not account for many of the above counter-intuitive quantum effects, so our aim
is to develop theories which do. This is crucial, because we are now designing and building proto-type thermodynamic machines
to turn heat into work (or vice versa), which can exhibit these quantum effects. Typically such machines consist of a few quantum
objects, or involve flows of a few particles at a time, which makes the effects of wave-particle duality, superposition and
entanglement very strong.

Our main objective is to better understand the laws of nature. More particularly, we aim to better understand what heat and
entropy mean for quantum objects, and to better understand how such objects thermalize. We also aim to understand what
quantum machines can be capable of, and what the laws of physics do not allow. At the same time, more practical goals include;

Understanding how to measure heat flows and temperatures at the quantum scale.

Using non-equilibrium thermodynamic measurements to tell us more about a quantum system that we are studying. For
example, using the thermoelectric response of a quantum system to learn more about it.

Using ideas from quantum transport and quantum thermodynamics to devise more efficient thermoelectrics and
photovoltaics.
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