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Discussed Energy Fluctuation in
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Figure 1 | Two methods for changing the energy of a system. Schematic comparison between the usual thermal heating (traditional oven, top) and an
energy increase due to non-adiabatic work (microwave oven, bottom). In the right column for each case we present a schematic picture of the resulting
energy distribution.

The result (1) follows from integrating a Fokker–Planck
equation that describes the time evolution of the energy distribution
P(E,t ) (seeMethods and Supplementary Information for details):

@t P = �@E(A(E)P)+
1
2
@EE(B(E)P) (2)

The change of the energy distribution in one cycle of the protocol
is obtained by integrating this equation over the duration of the
protocol, set for simplicity to be unity. Within this choice, A(E)
and B(E) represent the average work per cycle and its variance
respectively: A = hwi and B = hw2ic . Here the angular brackets
denote averaging over realizations of the cycle, starting from a fixed
initial energy.

In general, A(E) and B(E) are protocol dependent functions and
are a priori independent from each other. However, as the system
is thermally isolated its time evolution is governed by Hamilton’s
equations of motion in the classical case and the Schrödinger
equation in the quantum case. This puts strong constraints on
the relationship between A(E) and B(E), similar to the Einstein
fluctuation–dissipation relations between the drift coefficient
(mobility) and diffusion in open systems13. In particular, we find

�B= 2A�@EB= 2A+ O(N�1) (3)

For interacting systems with many degrees of freedom the
second term on the right-hand side of this equation is a 1/N
correction which can be neglected. This term can be important,
however, in mesoscopic or integrable systems. Equation (3) was
previously suggested for classical systems in refs 14–16. The
fluctuation–dissipation relation (3) is derived under a small work
assumption (explicitly �(E)2hw3ic ⌧ A(E), where hw3ic is the
third cumulant of the work, and A(E) ⌧ TCv , see Methods and
Supplementary Information). As we will show below, equation (3)
holds for a very wide class of classical and quantum systems, ranging
from non-interacting particles in a time dependent cavity to fully
interacting spin systems. Themain result of the paper, equation (1),
is a direct consequence of this relation (seeMethods).

Several interesting consequences follow from equation (1):
first, whenA(E) is constant the energy width depends only on �(E),
and not on the driving amplitude or other details of the driving
protocol. Second, when A(E) is not constant, depending on the
functional form of A(E) and �(E), the variance of the distribution
can be larger and, surprisingly, even less than the width of the

equilibrium Gibbs distribution at the same mean energy. In fact,
� 2(E)/� 2

eq(E) can be made arbitrarily small by a proper choice of
A(E). Third, when A is a function of the energy density u= E/N
(with a possible extensive energy independent prefactor such as the
total number of particles), we have � 2(E) ⇠ O(N ), scaling as in
equilibrium. For a single quench this result was noticed for example
in ref. 17. Here we show that it remains valid after many quenches.
Forth, the dependence of � 2 on E exhibits two qualitatively distinct
behaviours with increasing E , depending on whether the integral in
equation (1) diverges or converges as E !1.

To illustrate the distinct behaviours associated above with the
last point above we consider the generic case where � /E�↵ , which
is the case for phonons, superfluids or other systemswithGoldstone
bosons, Fermi liquids, ideal gases and others.Moreover, wemeasure
time in units of the number of cycles carried out (in what follows
we will use time and number of cycles interchangeably) and assume
a simple power law behaviour for A(E):

@t E =A(E)= cEs (4)

As will become clear below, the two regimes exist even in cases
where A(E) and �(E) do not follow power laws. The values of ↵
are constrained by simple thermodynamic arguments to 0<↵  1:
the lower bound is required by positivity of the specific heat and the
upper bound assures that the entropy (S(E)/E1�↵) is an increasing
unbounded function of the energy. To prevent the system’s energy
from diverging in a finite time we require s  1 (as follows from
integrating equation (4)).

For simplicity we also assume �0(E0)= 0 and compare the width
to the equilibrium canonical width � 2

eq = �@�E ⇠ E1+↵/↵. In this
case the system exhibits a transition between two behaviours as the
functional form of A(E) is changed. This transition is continuous
and is characterized by a diverging timescale needed to reach the
asymptotic regime. Specifically, depending on the sign of ⌘ = 2s�
1�↵, equation (1) implies: first, when ⌘<0 the width is Gibbs-like,
with � 2/� 2

eq ! 2↵/|⌘|, that is the ratio � 2/� 2
eq asymptotically

approaches a constant value that can be either larger or smaller
than unity. Note that smaller widths correspond to protocols with
large and negative s, that is to protocols where A(E) is a strongly
decreasing function of energy. Second, second run-away regime
occurs when ⌘ > 0. Here the width increases with a higher power
of energy than the canonical width: � 2/� 2

eq ⇠ E⌘. The resulting
distribution is significantly wider than the canonical one. Given
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Figure 1 | Two methods for changing the energy of a system. Schematic comparison between the usual thermal heating (traditional oven, top) and an
energy increase due to non-adiabatic work (microwave oven, bottom). In the right column for each case we present a schematic picture of the resulting
energy distribution.

The result (1) follows from integrating a Fokker–Planck
equation that describes the time evolution of the energy distribution
P(E,t ) (seeMethods and Supplementary Information for details):

@t P = �@E(A(E)P)+
1
2
@EE(B(E)P) (2)

The change of the energy distribution in one cycle of the protocol
is obtained by integrating this equation over the duration of the
protocol, set for simplicity to be unity. Within this choice, A(E)
and B(E) represent the average work per cycle and its variance
respectively: A = hwi and B = hw2ic . Here the angular brackets
denote averaging over realizations of the cycle, starting from a fixed
initial energy.

In general, A(E) and B(E) are protocol dependent functions and
are a priori independent from each other. However, as the system
is thermally isolated its time evolution is governed by Hamilton’s
equations of motion in the classical case and the Schrödinger
equation in the quantum case. This puts strong constraints on
the relationship between A(E) and B(E), similar to the Einstein
fluctuation–dissipation relations between the drift coefficient
(mobility) and diffusion in open systems13. In particular, we find

�B= 2A�@EB= 2A+ O(N�1) (3)

For interacting systems with many degrees of freedom the
second term on the right-hand side of this equation is a 1/N
correction which can be neglected. This term can be important,
however, in mesoscopic or integrable systems. Equation (3) was
previously suggested for classical systems in refs 14–16. The
fluctuation–dissipation relation (3) is derived under a small work
assumption (explicitly �(E)2hw3ic ⌧ A(E), where hw3ic is the
third cumulant of the work, and A(E) ⌧ TCv , see Methods and
Supplementary Information). As we will show below, equation (3)
holds for a very wide class of classical and quantum systems, ranging
from non-interacting particles in a time dependent cavity to fully
interacting spin systems. Themain result of the paper, equation (1),
is a direct consequence of this relation (seeMethods).

Several interesting consequences follow from equation (1):
first, whenA(E) is constant the energy width depends only on �(E),
and not on the driving amplitude or other details of the driving
protocol. Second, when A(E) is not constant, depending on the
functional form of A(E) and �(E), the variance of the distribution
can be larger and, surprisingly, even less than the width of the

equilibrium Gibbs distribution at the same mean energy. In fact,
� 2(E)/� 2

eq(E) can be made arbitrarily small by a proper choice of
A(E). Third, when A is a function of the energy density u= E/N
(with a possible extensive energy independent prefactor such as the
total number of particles), we have � 2(E) ⇠ O(N ), scaling as in
equilibrium. For a single quench this result was noticed for example
in ref. 17. Here we show that it remains valid after many quenches.
Forth, the dependence of � 2 on E exhibits two qualitatively distinct
behaviours with increasing E , depending on whether the integral in
equation (1) diverges or converges as E !1.

To illustrate the distinct behaviours associated above with the
last point above we consider the generic case where � /E�↵ , which
is the case for phonons, superfluids or other systemswithGoldstone
bosons, Fermi liquids, ideal gases and others.Moreover, wemeasure
time in units of the number of cycles carried out (in what follows
we will use time and number of cycles interchangeably) and assume
a simple power law behaviour for A(E):

@t E =A(E)= cEs (4)

As will become clear below, the two regimes exist even in cases
where A(E) and �(E) do not follow power laws. The values of ↵
are constrained by simple thermodynamic arguments to 0<↵  1:
the lower bound is required by positivity of the specific heat and the
upper bound assures that the entropy (S(E)/E1�↵) is an increasing
unbounded function of the energy. To prevent the system’s energy
from diverging in a finite time we require s  1 (as follows from
integrating equation (4)).

For simplicity we also assume �0(E0)= 0 and compare the width
to the equilibrium canonical width � 2

eq = �@�E ⇠ E1+↵/↵. In this
case the system exhibits a transition between two behaviours as the
functional form of A(E) is changed. This transition is continuous
and is characterized by a diverging timescale needed to reach the
asymptotic regime. Specifically, depending on the sign of ⌘ = 2s�
1�↵, equation (1) implies: first, when ⌘<0 the width is Gibbs-like,
with � 2/� 2

eq ! 2↵/|⌘|, that is the ratio � 2/� 2
eq asymptotically

approaches a constant value that can be either larger or smaller
than unity. Note that smaller widths correspond to protocols with
large and negative s, that is to protocols where A(E) is a strongly
decreasing function of energy. Second, second run-away regime
occurs when ⌘ > 0. Here the width increases with a higher power
of energy than the canonical width: � 2/� 2

eq ⇠ E⌘. The resulting
distribution is significantly wider than the canonical one. Given
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Outline

• Discuss first in details the driven isolated case

• In particular observe two broad classes of distributions

• Illustrate the idea behind derivation in a trivial example

• Derivation and conditions for the relation to hold - 
   derive using fluctuation relations (quantum version see poster by Guy Bunin)

• [Illustrate on another example (driven XY model in1d, driven quantum transverse 
field Ising model in 1d and particle in a chaotic cavity)]

• Results for driven dissipative, thermalizing and drive by external baths

• Summarize



Driven Isolated - Setup

Many body isolated 
system in a potential 

Motivation: 
cold atom systems,
trapped ions...

Due to noise in the system the 
potential is fluctuating in time

t+ �t

2nd law - Lord Kelvin: No process is possible in which the sole result is the 
absorption of heat from a reservoir and its complete conversion into work

fluctuating potential can only increase (on average) the energy of the system

System W > 0

Settings discussed
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"X-rays will prove to be a hoax."
   -- Lord Kelvin, president, Royal Society, 1895

"Radio has no future."
   -- Lord Kelvin

"Heavier than air flying machines are impossible."
   -- Lord Kelvin



Essentially identical question: move piston with a given cyclic protocol

2

FIG. 1. Schematic comparison between the usual thermal
heating (traditional oven, top) and an energy increase due to
not-adiabatic work (microwave oven, bottom). On the right
of each case we present a schematic picture of the resulting
energy distribution in each case.

(i) small work per cycle and (ii) absence of correlations
between cycles (see detailed discussion in Methods) the
variance of the energy distribution σ2(E) at energy E as-
sumes a particularly simple form to leading order in 1/N ,
where N is the number of degrees of freedom in the sys-
tem. It depends only on the microcanonical temperature
β(E) = ∂E lnΩ(E) where Ω(E) is the density of states,
and on the average energy change in a cycle at energy E,
A(E):

σ2 (E) = σ2
0
A2 (E)

A2 (E0)
+ 2A2 (E)

∫ E

E0

dE′

A2 (E′)β (E′)
. (1)

Here E0 is the initial energy of the system and σ2
0 is the

initial variance. This equation is the main result of the
paper.
The result (1) follows from integrating a Fokker-Planck

equation which describs the time evolution of the en-
ergy distribution P (E, t) (see Methods and Supplemen-
tary Material for details):

∂tP = −∂E(A(E)P ) +
1

2
∂EE(B(E)P ). (2)

The change of the energy distribution in one cycle of the
protocol is obtained by integrating this equation over
the duration of the protocol, set for simplicity to be
unity. Within this choice A(E), B(E) represent the aver-
age work per cycle and its variance respectively: A = 〈w〉
and B = 〈w2〉c. Here the angular brackets denote aver-
aging over realizations of the cycle starting from a fixed
initial energy.
In general A(E) and B(E) are protocol dependent

functions and are a priori independent from each other.
However, since the system is thermally isolated its time
evolution is governed by Hamilton’s equations of motion
in the classical case and the Schrodinger equation in the
quantum case. This puts strong constraints on the re-
lation between A(E) and B(E) similar to the Einstein

fluctuation-dissipation relations between drift coefficient
(mobility) and diffusion in open systems [13]. In partic-
ular, we find

βB = 2A− ∂EB = 2A+ O(N−1). (3)

For interacting systems with many degrees of freedom the
second term on the RHS of this equation is a 1/N correc-
tion which can be neglected. This term can be important
though in mesoscopic or integrable systems. Eq. (3) was
previously suggested for classical systems in Ref. [22].
The fluctuation-dissipation relation (3) is derived within
a small work assumption (explicitly β(E)2〈w3〉c $ A(E),
where 〈w3〉c is the third cumulant of the work, and
A(E) $ TCv, see Methods and Supplementary Mate-
rial). As we will show below Eq. (3) holds for a very wide
class of classical and quantum systems starting from non-
interacting particles in a time dependent cavity to fully
interacting spin systems. The main result of the paper
Eq. (1) is a direct consequence of this relation (see Meth-
ods).
Several interesting consequences follow from Eq. (1):

(i) When A(E) is constant the energy width depends
only on β(E), and not on the amplitude of the drive or
other details of the driving protocol. (ii) When A(E) is
not constant, depending on the functional form of A(E)
and β(E), the variance of the distribution can be larger
and surprisingly, even smaller than the width of the equi-
librium Gibbs distribution at the same mean energy. In
fact, σ2(E)/σ2

eq(E) can be made arbitrarily small by a
proper choice of A(E). (iii) When A is a function of
the energy density u = E/N (with a possible extensive
energy independent prefactor like the total number of
particles), we have σ2(E) ∼ O(N), scaling as in equilib-
rium. For a single quench this result was noticed e.g. in
Ref. [14]. Here we show that it remains valid after many
quenches. (iv) The dependence of σ2 on E displays two
qualitatively distinct behaviors with increasing E, de-
pending on whether the integral in Eq. (1) diverges or
converges as E → ∞.
To illustrate the distinct behaviors associated with

point (iv) above we consider the generic case where
β ∝ E−α, which is the case for phonons, superfluids or
other systems with Goldstone bosons, Fermi liquids, ideal
gases and others. Moreover we measure time in units of
the number of cycles carried out (in what follows we will
use time and number of cycles interchangeably) and as-
sume a simple power law behavior for A(E):

∂tE = A(E) = cEs . (4)

As will become clear below the two regimes exist even
in cases when A(E) and β(E) are not power laws. The
values of α are constrained by simple thermodynamic ar-
guments to 0 < α ≤ 1: the lower bound is required by
positivity of the specific heat and the upper bound as-
sures that the entropy (S(E) ∝ E1−α) is an increasing
unbounded function of the energy. To prevent the sys-
tem’s energy from diverging in a finite time we require
s ≤ 1 (as follows from integrating Eq. (4)).

irreversible
process every experiment will give a different
result (will be visible in small mesoscopic systems)
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Thermodynamics - adiabatic process
energy will remain constant every time
cycle is completed
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Second law - repeat experiment many times
and the average energy will always increase

hEi

t
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result
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Several questions (begin to address in this talk): 

• Can we say something about the distribution of the final energies? 

• How do they compare to changing the energy of the system by coupling
   the system to a thermal bath?

�2
eq(E) = T 2Cv

Can it be wider/narrower? 

independent of history, given energy know width

• Can one classify different systems with distinct behaviors?

s s



Main Result for this setup
If the drive is slow enough (still irreversible + exact conditions later) the variance
is governed by the rate of energy change in the system

hEi

t t

implies

�2(E)

�2 (E) = �2
0
A2 (E)

A2 (E0)
+ 2A2 (E)

Z E

E0

dE0

A2 (E0)� (E0)

Specifically, given                        (depends on how potential varies and for a given system can 
be controlled to a large extent) we can write: 

at initial state inverse temperature at energy E0

In essence a direct result of time-reversal symmetry

A(hEi) = @thEi

�(E) = @ ln⌦(E)/@E



Implications of results 1

�2 (E) = �2
0
A2 (E)

A2 (E0)
+ 2A2 (E)

Z E

E0

dE0

A2 (E0)� (E0)

Recall, given                        we can write: 

at initial state inverse temperature at energy E0
  

• Depending on the  functional form of                     the distribution can be larger
   and somewhat surprisingly smaller than the equilibrium distribution. 
                                      History Dependent

A(E),�(E)

�2
eq(E) = T 2Cvthermal bath

A(hEi) = @thEi



Implications of results - 2

�2 (E) = �2
0
A2 (E)

A2 (E0)
+ 2A2 (E)

Z E

E0

dE0

A2 (E0)� (E0)

Recall, given                        we can write: 

at initial state inverse temperature at energy E0

  

• Two distinct behaviors depending on integral controlled by upper or 
   lower bound (of course doesn’t have to be). 

  Namely, if integral diverges/converges asymptotically at large 

�2
eq(E) = T 2Cvthermal bath

E

A(hEi) = @thEi



Illustrate last points for genetic                     (Goldstone modes, Fermi liquid, 
Ideal gas ....) 

    from positivity of specific heat

�(E) / E�↵

0 < ↵  1

Take                                    , namely, rate of change power law in energy. 

demanding finite energy at finite time 
s  1

A (hEi) = @thEi = chEis



Broad classification remains valid as long as functions are monotonic, namelyA(E)

3

Regime Condition Time Scale width

Gibbs-like ⌘ < 0
E1�s

0
c

1
(1�s) exp[

1�s
|⌘| ]

�2

�2
eq

⇠ 2↵
|⌘|

run-away ⌘ > 0
E1�s

0
c

1
(1�s) exp[

1�s
⌘ ] �2

�2
eq

⇠ 2↵
⌘

⇣
E
E0

⌘⌘

critical ⌘ =0 - �2

�2
eq

⇠ 2↵ log
⇣

E
E0

⌘

TABLE I. A summary of the results for A(E) = cEs, � ⇠
E�↵ with 0 < ↵  1, s  1 and ⌘ = 2s � 1 � ↵. The
width specifies the asymptotic value in units of the equilib-
rium width at the same energy. The time scale specifies the
characteristic “relaxation” time needed to reach the asymp-
totic regime.

tribution while in the run-away regime it is an increasing
function of the energy (see Table I) showing that the en-
tropy in the run-away regime is significantly smaller than
the entropy in an equilibrium system at the same mean
energy.

I. ANALYTIC TREATMENT

We now turn to outline a particularly simple deriva-
tion of Eq. (1). During each cycle a parameter, ⇥(t),
that controls the Hamiltonian is varied in time returning
to its initial value at the end of each cycle. We assume
that between the cycles the system reaches a steady state
(or a diagonal ensemble [7] in the quantum language). In
ergodic systems this requirement can be satisfied by wait-
ing between cycles a time which is longer that the sys-
tems relaxation time. In non ergodic systems this can be
achieved by, say, having a long fluctuating time between
the cycles. We also assume that the work performed on
the system in one cycle is small (see Method for a more
precise definition).

With reference to the situation depicted in the bottom
panel of Fig. 2 we can immagine that a cycle consists of
a compression and expansions of the piston. Before re-
peating the cycle the piston is kept fixed for some time
and the density of the gas is allowed to become uniform
inside the piston (diagonal ensamble). If the gas consists
of a single particle (integrable system) the waiting time
between cycles need to be made random so that no corre-
lation between the position of the particle and the piston
can exists.

Under these conditions the time evolution of the energy
distribution P (E, t) is described by the Fokker-Planck
equation [22]

⌥tP = �⌥E(A(E)P ) +
1

2
⌥EE(B(E)P ). (4)

The change of the energy distribution in one cycle of the
protocol is obtained by integrating this equation over the
duration of the protocol, set for semplicity to 1. Within
this choice A(E), B(E) are the first and second cumulant
of the work distribution in one cycle.

In general A(E) and B(E) are protocol dependent
functions and are a priori independent from each other.
However, since the system is isolated its dynamics are
described by unitary evolution in the quantum case and
Hamiltonian dynamics in the classical case. These place
a strong constraint on the relation between A(E) and
B(E). In particular we find that

�B = 2A� ⌥EB = 2A+ O(N�1). (5)

We emphasize that for systems with many degrees of
freedom the second term on the RHS is a 1/N correc-
tion which can be neglected. Such corrections can be
important in mesoscopic systems. Eq. (5) was previously
derived for classical systems in Ref. [13]. As we will show
below and in other publication [14] it holds for a very
wide class of driven systems (both classical and quan-
tum) starting from noninteracting particles in arbitrary
dimensions driven by piston to fully interacting systems
like XY-model.
The easiest way to derive this constraint is to note

that under general conditions the only attractor of the
dynamics is a flat probability distribution (the maxi-
mum entropy state). Therefore the energy distribution
which is proportional to the many-particle density of
states Ps(E) = C�(E) should be stationary under the
Fokker-Planck equation, giving Js = �A(E)Ps(E) +
1
2⌥E(B(E)Ps(E)), where the current Js is a constant,
which vanishes since Ps(E) = 0 for E below the ground-
state energy. Finally we use �(E) = ⌥E ln�(E) to obtain
Eq. (5).
The relation Eq. (5), which relates the first and second

cumulants of the work distribution, allows us to make
general statements about the evolution of the energy dis-
tribution. Using Eqs. (4) and (5), the time evolution of
⇥E⇤ and ⇤2 = ⇥E2⇤� ⇥E⇤2, where angular brackets stand
for averaging over P (E), can be calculated (see Method).
If the energy distribution P (E) is narrow, as in the case
of large systems, these equation can be solved using a
saddle-point approximation to find to O(N�1)

⌥⇤2

⌥⇥E⇤ = 2��1(⇥E⇤) + 2
⌥EA(⇥E⇤)
A(⇥E⇤) ⇤2(⇥E⇤). (6)

Solving this di⇥erential equation yields the main result
of the paper, Eq. (1).
In the remaining of the paper we illustrate our general

results with two specific examples: non-interacting parti-
cles in a deforming cavity, and a classical one-dimensional
XY-model.

II. CLASSICAL PARTICLE IN DEFORMING
CHAVITY

Consider first a single particle bouncing in a deforming
irregular container of fixed volume [15, 16], see Fig. 3.
In this case, it has been shown [15], that the parti-
cle velocity distribution becomes exponential indepen-

�(E) / E�↵

⌘ = 2s� 1� ↵

time needed to reach 
asymptotic distribution

⌘- For large negative       the distribution becomes very narrow

S ⇠ t2

- In terms of entropy the integral becomes

boarder line when                 (time measures number of cycles)

Z S

S0

dS0

Â2(S0)

Results normalized by equilibrium width:

⌘ > 0 integral converges

A (E) = @tE = Es



Derivation



Idea through a (really) simple example 

Weakly interacting harmonic oscillators

weak interactions allow to thermalize
impulse on one oscillator

F (x)�t

particle momentum

p ! p+ F (x)�t

• Assume impulse short enough that position doesn’t change (in general not
  needed)

• Let system equilibrate between pulses (quasi-static)

• Allow for general distribution of frequencies g(!)



⇢(x, v) / e

��(E)E

Using fact that between impulses system equilibrates

average over initial positions in eq. to obtain the first and second cumulants 
of the work

(p+ F (x)�t)2 � p

2

E = p

2 +
kx

2

2

note that

�B = 2A
`Fluctuation - dissipation’ 
           relation

Comment - results will not change if act on several
oscillators and will show completely general



@tP = �@E(A(E)P ) +
1

2
@EE(B(E)P )

Since we are essentially dealing with a quasi-static process we can describe
the evolution of the energy by a Fokker-Planck equation

but with                     and time the number of impulses�B = 2A
(Noted before in chaotic particles -C. Jarzynski 93, D. Cohen 99, Ott 79, Chirikov 70s)

�2 (E) = �2
0
A2 (E)

A2 (E0)
+ 2A2 (E)

Z E

E0

dE0

A2 (E0)� (E0)



For 1d harmonic chain                                                ↵ = 1/2

Weakly interacting harmonic oscillators

weak interactions allow to thermalize

For impulse                         can show                                                

A(E) / E↵r

Where                             depends on               �(E) / E�↵

Note, here easy to
change A(E)

g(!)



General derivation via Crooks equality (Evans, Galavoti, Cohen, Jarzynski.....) 
(will worry about 1/N corrections) 

Recall - 1. Liouville’s theorem 
              (volumes in phase space are conserved under dynamics)

            2. Hamiltonian - 
            3. For a given    dynamics have time reversal symmetry  

H(�(t))
�

quantum mechanically - unitarity

S

Consider changing            on isolated system.

Forward direction - 

Backward direction - 

�(t) 0 < t < ⌧

�(t)

�(⌧ � t)

P. Pradhan, Y. Kafri, D. Levine,, PRE 77, 041129 (2008)



Isolated system - phase space
(microcanonical)

after protocol
(work done)

time reversed

�(t)

PF (W,E) =
�E

⌃E

PR(�W,E +W ) =
�E

⌃E+W

Then

Easy to obtain the same for quantum taking equilibrium density matrix and unitary
 evolution

PF (W,E)

PR(�W,E +W )

=

⌃E+W

⌃E
= exp(S�F (E +W )� S�i(E))

in our case �F = �i



Difference between reversible and irreversible

 

 

 

 

  
non-reversible

reversible (closed system đQ=0)



For periodic driving

PF (W,E)

PR(�W,E +W )

=

⌃E+W

⌃E
= exp(S(E +W )� S(E))

S(E +W )� S(E) ' �W � 1

2�2
eq

W 2

Using

PR(�W,E +W ) = PR(�W,E) +W@EPR(�W,E)

Therefore, to leading order in 1/N the Crooks equality (G. E. Crooks PRE, 60, 2721,1999)

PF (W,E)

PR(�W,E)

= exp(�W )

�W ⌧ Cvneed



Not surprising that we get the Jarzynski relation to leading order

he��W i = 1 +O(
1

N
)

PF (W,E)

PR(�W,E)

= exp(�W )

(C. Jarzynski, PRL, 78, 2690 (1997)) 



With the relation established for an isolated system to get the Fokker-Planck 
equation look at cumulant of the work from (everything up to 1/N)

lnhe��W i

�B = 2A+O(1/N)

�hW 2ic = 2hW i+O(1/N)

�2hw3(E)ic ⌧ hw(E)ic

This is the quasi-static demand

For Fokker-Planck to be valid need to demand third cumulant small

@tP = �@E(A(E)P ) +
1

2
@EE(B(E)P )

Different derivation found in C. Jarzynski 93, D. Cohen 99, Ott 79 



So far, Isolated system
Settings discussed

1
E

2
E1

E

3
T1

E
2

T

2
T1

E

Main assumption: 
subsystems relaxation time <<     drive and coupling times
may still be arbitrarily far from equilibrium 

drive

drive



The ideas can be generalized to account
for a system that is driven and

coupled to a bath
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Dynamics of Energy Fluctuations in Equilibrating and Driven-Dissipative Systems

Guy Bunin and Yariv Kafri
Department of Physics, Technion - Israel Institute of Technology, Haifa 32000

When two isolated system are brought in contact, they relax to equilibrium via energy exchange.
In another setting, when one of the systems is driven and the other is large, the first system reaches
a steady-state which is not described by the Gibbs distribution. Here, we derive expressions for
the size of energy fluctuations as a function of time in both settings, assuming that the process is
composed of many small steps of energy exchange. In both cases the results depend only on the
average energy flows in the system, independent of any other microscopic detail. In the steady-state
we also derive an expression relating three key properties: the relaxation time of the system, the
energy injection rate, and the size of the fluctuations.

PACS numbers: 05.40.-a, 05.10.Gg

(a)

(b)

E1 E2

AF = A1 +A2

A2
E1 E2

A2

t

E1

2σ1

(c)

(= −A1)

FIG. 1. The energy fluctuations in the two set-ups. (a) Ex-
change of energy between two systems. (b) A system driven
by an external force and attached to a bath. (c) A typical
evolution of E1 (t) (dashed line) fluctuates around the aver-
age 〈E1〉 (t) (solid line). Eq. (7) relates the size of these
fluctuations to the average 〈E1〉 (t).

In this paper we consider two closely related non-
equilibrium problems. In the first problem, two systems
which are coupled to each other but isolated otherwise,
are allowed to exchange energy, see Fig. 1(a). The sys-
tems start with arbitrary initial energies and eventually
reach equilibrium. It is natural to ask: How do the ini-
tial energies evolve in time as the two systems approach
equilibrium? For example, one might imagine measuring
the energy of a tea cup as it cools, or the equilibration
of a mesoscopic system of two atomic gases, initially pre-
pared at two different temperatures. In the second prob-
lem, one of the two systems is also driven by an external
protocol, see Fig. 1(b). This is achieved, for example, by
applying a time-varying field which repeatedly returns
to its initial form. When the second system is much
larger than the first, it acts as a dissipative bath, and
the first system eventually settles to a non-equilibrium
steady-state. This scenario serves as a generic model for
driven-dissipative systems, which describe a broad range
of phenomena [1–3]. Here, one can ask how the first sys-
tem reaches a steady-state, and what are the properties
of this non-Gibbsian steady-state.

As the dynamics of a system are affected by the de-
tailed microscopic state, repeating the same experiment
will lead to different outcomes. Specifically, a measure-
ment of the energy as a function of time will yield differ-
ent results, see Fig. 1(c). The variations between exper-
iments might average-out in large, thermodynamic sys-
tems, or when the driving protocol applied is quasi-static.
However, they can be significant when the drive is not
quasi-static and in small or mesoscopic systems, which
are of current experimental interest [4–6]. Here we quan-
tify these energy fluctuations by studying the variance of
the energy measurements in repeated experiments. The
dependence of these fluctuations on the dynamics makes
general statements scarce, and one typically has to resort
to the study of specific models.
In this Letter we show that when the changes in energy

are small and slow (but still irreversible), general state-
ments about the energy fluctuations can be made. The
results are insensitive to almost all microscopic details of
the systems, depending only on the average energy flows
from the drive to the system and between the systems
as a function of time, and on the density of states. We
stress that the assumptions made do not imply that the
combined system (composed of systems 1 and 2) is close
to equilibrium, but only that each of the systems sepa-
rately is close to equilibrium within its energy shell. Our
main results are: (1) Eqs. (6) and (7), which quantify
the variance of the energy fluctuations as the system ap-
proaches its steady-state (which is equilibrium when no
drive is present). (2) Eq. (9), which relates three main
quantities at the steady-state: the variance of the energy
fluctuations, the average rate of energy flow through the
system, and the relaxation time of energy fluctuations.
The validity of the results is illustrated in a system of
colliding hard spheres.
To derive them we consider the evolution of the ener-

gies in the (E1, E2) plane, where E1, E2 are the energies
of systems 1 and 2 respectively. Consider a series of small
changes in the energies, each taking place over a time
interval ∆t. We assume that τR ! ∆t, where τR is the
relaxation time of each of the isolated systems separately.
When this time scale separation holds, the statistics of
the energy changes ∆E1,∆E2 during the time interval

2

from t to t + ∆t depend only on the energies (E1, E2)
at time t. The time evolution of the probability distri-
bution P12 (E1, E2) is then governed by a Fokker-Planck
equation

∂tP12 = −
2

∑

i=1

∂Ei
(AiP12) +

1

2

2
∑

i,j=1

∂Ei
∂Ej

(BijP12) (1)

where A1, A2, B11, B12, B21, B22 are all functions of
(E1, E2) , and B12 = B21. These function are related
to the first two moments of the changes in E1, E2 during
a short time ∆t [7, 8]:

Ai =
〈∆Ei〉
∆t

; Bij =
〈∆Ei∆Ej〉

∆t
.

The equation is valid when higher cumulants, e.g.
〈∆Ei∆Ej∆Ek〉c /∆t, are small compared to the Ai and
Bij functions.
In both scenarios, of equilibrating systems and driven-

dissipative systems, one can take the Ai and Bij func-
tions to depend on E1 only. For equilibrating systems,
this is possible when the initial total energy Etotal =
E1 + E2 is fixed, so that E2 can be considered to be a
function of E1. In the case of driven-dissipative systems,
E2 drops completely from the equations when we take
system 2 to be much larger than system 1. As shown be-
low, this is because system 2 acts as a thermal bath whose
properties are insensitive to the changes in E2. It is then
more convenient to work with the marginal probability
distribution of E1 alone: P (E1) ≡

∫

dE2P12 (E1, E2).
Integrating Eq. (1) over E2 we find

∂tP = −∂E1
(A1P ) +

1

2
∂2
E1

(B11P ) , (2)

using P12 (E2 → ±∞) = 0. While only the functions
A1 and B11 appear in this equation, the interaction with
system 2 still affects the energy of system 1, via the forms
of the functions A1, B11. This is contained in the relation
which is derived below

2A1 − 2β2/β1AF = (β1 − β2)B11 , (3)

where AF ≡ A1 + A2 = ∂t 〈Etotal〉 is the rate of en-
ergy injected into the system by the drive. The inverse
temperatures are defined by β1 (E1) = ∂E1

S1 (E1), and
β2 (E2) = ∂E2

S2 (E2), where S1,2 are the (microcanoni-
cal) entropies of systems 1,2 respectively. β1 and β2 are
well-defined functions, depending only on the density of
states of the system, and unrelated to the driving mecha-
nism and the interaction between the systems. Moreover,
β1 can be very different from β2. Eq. (3) is ultimately
based on Liouville’s equation, or the unitarity of the dy-
namics in quantum cases. In the driven case we also
assume that the energy flow from the drive and between
the systems are statistically independent processes, see
discussion below. Eq. (3) is exact up to corrections of
order 1/N , where N is the number of degrees of freedom

of the smaller of the two systems. In the case of equili-
brating systems AF = 0, and the relation Eq. (3) reduces
to 2A1 = (β1 − β2)B11. Here, as expected, on average
energy flows from high to low temperatures.
The drive is implemented by varying the Hamiltonian

of system 1 in time (e.g., by applying a time-varying ex-
ternal field). We consider drives where the Hamiltonian
repeatedly returns to its original form (i.e., an oscillat-
ing field). At the steady-state, when the Hamiltonian
is changed adiabatically, returning to the original form
leaves the energy of the combined system unchanged.
Thus, the changes in the energy will only be due to irre-
versible effects.
Before deriving Eq. (3) we consider several of its conse-

quences in the two scenarios, of equilibrating and driven-
dissipative systems. Wherever possible, we present the
results in a unified way where the case of equilibrating
systems is obtained by setting AF = 0.
Approach to steady-state - We start by considering the

approach of the combined system (composed of systems
1 and 2) to its steady-state. If no driving is present (sce-
nario 1), this steady-state is thermal equilibrium. We
derive an expression for the evolution of the variance
σ2
1 =

〈

E2
1

〉

− 〈E1〉2 during the entire equilibration pro-
cess. Proceeding similarly to [9], we take the first two
moments with respect to E1 of Eq. (2)

∂t 〈E1〉 = 〈A1〉 ,

∂tσ
2
1 = 〈B11〉+ 2 (〈A1E1〉 − 〈A1〉 〈E1〉) . (4)

If the distribution is narrow enough (valid up to 1/N
corrections, see discussion after Eq. (7)), 〈A1〉 can be
assumed to depend on 〈E1〉 alone, and the change in 〈E1〉
will be monotonic. Combining the two equalities in Eq.
(4) and linearizing A1 within the width of the probability
distribution, we find

∂σ2
1

∂ 〈E1〉
= 2Z (〈E1〉) + 2

∂E1
A1 ( 〈E1〉)
〈A1〉

σ2
1 (〈E1〉) , (5)

where Z (〈E1〉) ≡ B11/ (2A1). Solving the ordinary dif-
ferential equation Eq. (5) and using Eq. (3) we find for
the equilibrating systems that the variance is given by

σ2
1,eq (〈E1〉) =σ2

10

A2
1 (〈E1〉)

A2
1 (〈E1〉0)

+

2A2
1 (〈E1〉)

∫ 〈E1〉

〈E1〉0

1

A2
1 (E

′) (β1 − β2)
dE′ .

(6)

Here 〈E1〉0 and σ2
10 are 〈E1〉 and σ2

1 respectively at the
initial time. Recall that Etotal is held constant in this
expression. It is easy to extend these results when Etotal

varies between experiments. It is interesting to note that
this expression is identical to that obtained for a single
driven isolated system [9] when β2 is set to zero. This
means that within this theory, driving a system is for-
mally equivalent to attaching it to a bath with infinite

Two dimensional Fokker-Planck equation is reduced to one variable (     ) the 
following fluctuation-dissipation relation holds

E1

Diffusion coefficient of reduced equation Drive in reduced equation

2

from t to t + ∆t depend only on the energies (E1, E2)
at time t. The time evolution of the probability distri-
bution P12 (E1, E2) is then governed by a Fokker-Planck
equation

∂tP12 = −
2

∑

i=1

∂Ei
(AiP12) +

1

2

2
∑

i,j=1

∂Ei
∂Ej

(BijP12) (1)

where A1, A2, B11, B12, B21, B22 are all functions of
(E1, E2) , and B12 = B21. These function are related
to the first two moments of the changes in E1, E2 during
a short time ∆t [7, 8]:

Ai =
〈∆Ei〉
∆t

; Bij =
〈∆Ei∆Ej〉

∆t
.

The equation is valid when higher cumulants, e.g.
〈∆Ei∆Ej∆Ek〉c /∆t, are small compared to the Ai and
Bij functions.
In both scenarios, of equilibrating systems and driven-

dissipative systems, one can take the Ai and Bij func-
tions to depend on E1 only. For equilibrating systems,
this is possible when the initial total energy Etotal =
E1 + E2 is fixed, so that E2 can be considered to be a
function of E1. In the case of driven-dissipative systems,
E2 drops completely from the equations when we take
system 2 to be much larger than system 1. As shown be-
low, this is because system 2 acts as a thermal bath whose
properties are insensitive to the changes in E2. It is then
more convenient to work with the marginal probability
distribution of E1 alone: P (E1) ≡

∫

dE2P12 (E1, E2).
Integrating Eq. (1) over E2 we find

∂tP = −∂E1
(A1P ) +

1

2
∂2
E1

(B11P ) , (2)

using P12 (E2 → ±∞) = 0. While only the functions
A1 and B11 appear in this equation, the interaction with
system 2 still affects the energy of system 1, via the forms
of the functions A1, B11. This is contained in the relation
which is derived below

2A1 − 2β2/β1AF = (β1 − β2)B11 , (3)

where AF ≡ A1 + A2 = ∂t 〈Etotal〉 is the rate of en-
ergy injected into the system by the drive. The inverse
temperatures are defined by β1 (E1) = ∂E1

S1 (E1), and
β2 (E2) = ∂E2

S2 (E2), where S1,2 are the (microcanoni-
cal) entropies of systems 1,2 respectively. β1 and β2 are
well-defined functions, depending only on the density of
states of the system, and unrelated to the driving mecha-
nism and the interaction between the systems. Moreover,
β1 can be very different from β2. Eq. (3) is ultimately
based on Liouville’s equation, or the unitarity of the dy-
namics in quantum cases. In the driven case we also
assume that the energy flow from the drive and between
the systems are statistically independent processes, see
discussion below. Eq. (3) is exact up to corrections of
order 1/N , where N is the number of degrees of freedom

of the smaller of the two systems. In the case of equili-
brating systems AF = 0, and the relation Eq. (3) reduces
to 2A1 = (β1 − β2)B11. Here, as expected, on average
energy flows from high to low temperatures.
The drive is implemented by varying the Hamiltonian

of system 1 in time (e.g., by applying a time-varying ex-
ternal field). We consider drives where the Hamiltonian
repeatedly returns to its original form (i.e., an oscillat-
ing field). At the steady-state, when the Hamiltonian
is changed adiabatically, returning to the original form
leaves the energy of the combined system unchanged.
Thus, the changes in the energy will only be due to irre-
versible effects.
Before deriving Eq. (3) we consider several of its conse-

quences in the two scenarios, of equilibrating and driven-
dissipative systems. Wherever possible, we present the
results in a unified way where the case of equilibrating
systems is obtained by setting AF = 0.
Approach to steady-state - We start by considering the

approach of the combined system (composed of systems
1 and 2) to its steady-state. If no driving is present (sce-
nario 1), this steady-state is thermal equilibrium. We
derive an expression for the evolution of the variance
σ2
1 =

〈

E2
1

〉

− 〈E1〉2 during the entire equilibration pro-
cess. Proceeding similarly to [9], we take the first two
moments with respect to E1 of Eq. (2)

∂t 〈E1〉 = 〈A1〉 ,

∂tσ
2
1 = 〈B11〉+ 2 (〈A1E1〉 − 〈A1〉 〈E1〉) . (4)

If the distribution is narrow enough (valid up to 1/N
corrections, see discussion after Eq. (7)), 〈A1〉 can be
assumed to depend on 〈E1〉 alone, and the change in 〈E1〉
will be monotonic. Combining the two equalities in Eq.
(4) and linearizing A1 within the width of the probability
distribution, we find

∂σ2
1

∂ 〈E1〉
= 2Z (〈E1〉) + 2

∂E1
A1 ( 〈E1〉)
〈A1〉

σ2
1 (〈E1〉) , (5)

where Z (〈E1〉) ≡ B11/ (2A1). Solving the ordinary dif-
ferential equation Eq. (5) and using Eq. (3) we find for
the equilibrating systems that the variance is given by

σ2
1,eq (〈E1〉) =σ2

10

A2
1 (〈E1〉)

A2
1 (〈E1〉0)

+

2A2
1 (〈E1〉)

∫ 〈E1〉

〈E1〉0

1

A2
1 (E

′) (β1 − β2)
dE′ .

(6)

Here 〈E1〉0 and σ2
10 are 〈E1〉 and σ2

1 respectively at the
initial time. Recall that Etotal is held constant in this
expression. It is easy to extend these results when Etotal

varies between experiments. It is interesting to note that
this expression is identical to that obtained for a single
driven isolated system [9] when β2 is set to zero. This
means that within this theory, driving a system is for-
mally equivalent to attaching it to a bath with infinite



First Case:
No Driving - Just Dissipation (equilibrating)

Settings discussed

1
E

2
E1

E

3
T1

E
2

T

2
T1

E

Main assumption: 
subsystems relaxation time <<     drive and coupling times
may still be arbitrarily far from equilibrium 

drive

drive

he�S1+�S2i ' he�(�2��1)�EB i = 1

S = S1(E1) + S2(E2)Assume                                         - weak interactions between systems



A"aching	  two	  systems,	  equilibra7on	  

Isolated	  system,	  external	  drive

Two	  isolated	  systems,	  weak	  interac6on	  (slightly	  modified

fluctua6on	  dissipa6on	  rela6on	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  ).

-‐ Fluctua6on	  dynamics	  of	  full	  equilibra6on	  process.

-‐ External	  drive	  case	  is	  formally	  recovered	  by	  taking	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  .

2A = (�1 � �2)B



Nlight = 30

Nheavy = 20

Equilibrating systems: simulations

Hard spheres in a box, 
two different masses



Second Case:
Driven Dissipative

Settings discussed

1
E

2
E1

E

3
T1

E
2

T

2
T1

E

Main assumption: 
subsystems relaxation time <<     drive and coupling times
may still be arbitrarily far from equilibrium 

drive

drive

Can write expression for time evolutions of variance. 
Present results only for steady-state



Driven-Dissipative setting: at steady-state

Relation between relaxation time,
energy flow and fluctuations:

( ) 21
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β

τ β β σ
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T1
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@te1 = �e1/⌧ +
p

Bs⌘

�2
1 = Bs⌧/2

Near	  steady	  state

3

temperature. It is straightforward to show, that when
system 2 is a bath, so that β2 can be taken to be a con-
stant, the width σ2

1 approaches the equilibrium value:
(∂E1

β1)
−1
Eeq

= kBT 2C, were Eeq is the equilibrium value

of 〈E1〉, and C is the heat-capacity (see e.g., [10]). To
see this, note that at equilibrium A1 must vanish, and
β1 = β2. Therefore the entire expression for σ2

1 is con-
trolled by the final approach of E to Eeq where

β1 # β2 + (∂E1
β2)Eeq

(E − Eeq) ,

A1 (E
′) =

dA1

dE1

∣

∣

∣

∣

Eeq

(E − Eeq) ,

and the equilibrium expression follows. Note that away
from the final equilibration regime A1 (E) need not be
linear.
In the case of driven-dissipative systems (when system

2 is large), we obtain for the variance

σ2
1,dd (〈E1〉) = σ2

10

A2
1 (〈E1〉)

A2
1 (E10)

+2A2
1 (〈E1〉)

∫ 〈E1〉

E10

Z (E′)

A2
1 (E

′)
dE′ .

(7)
where Z = [1− β2AF / (β1A1)] / (β1 − β2). Eqs. (6) and
(7) are our main results for the approach to steady-state.
They predict the size of fluctuations in E1 around its av-
erage value. They depend only on the rates of energy
injection into the system AF (which is zero for equili-
brating systems) and the rate of energy transfer to the
bath A2. In principle both these quantities can be mea-
sured separately. AF can be measured by the rate of
energy absorption when system 1 is isolated, and A2 in
an equilibration experiment without the drive. This is
a consequence of our assumption of statistical indepen-
dence of the driving and the mechanism of interaction
between the systems. In addition we comment that Eqs.
(6) and (7) imply that σ2

1,eq and σ2
1,dd scale as E ∝ N

when A is a homogeneous function of N (e.g., extensive
in N). This justifies self-consistently our assumption on
the narrowness of the distribution.
Steady-state fluctuations - The framework described

above can also be used to study fluctuations in the
steady-state of driven-dissipative systems, specifically
fluctuations of E1 around 〈E1〉. At the steady-state the
probability distribution Ps (E1) is independent of time.
Using ∂t 〈E1〉 = 〈A〉 = A (〈E1〉), and noting that at the
steady-state A (〈E1〉) must vanish, we expand A1 and
B11 to lowest order in e1 ≡ E1 − E0

1

A1 = −
1

τ
e1 , B11 = Bs (8)

where Bs and τ are constants. Equivalently, in this
regime the Fokker-Planck equation describes the Brown-
ian motion of the energy in a harmonic potential ė1 =
−e1/τ +

√
Bsη, where the white noise η (t) satisfies

〈η (t) η (t′)〉 = δ (t− t′). τ is then interpreted as the re-
laxation time, as can be seen from the two time correla-
tion function

〈e1 (t1) e1 (t2)〉 =
Bsτ

2
e−|t2−t1|/τ .

The variance of the energy fluctuations is given by σ2
1 =

〈

e1 (t1)
2
〉

= Bsτ/2.

When AF = 0, Eqs. (3) and (8) imply that e1 =
− τBs

2 (β1 − β2). Then expanding β1 around β2 as done

above we find that σ2
1 = Bsτ/2 = −

(

∂E0
1
β1

)−1
which

again reproduces the canonical distribution width. The
present derivation gives a dynamic interpretation to this
formula.
When AF (= 0 namely for a driven-dissipative system

we find, using A1

(

E0
1

)

= 0 in Eq. (3), and σ2
1 = Bsτ/2,

that

τAF =
β1

β2
(β2 − β1)σ

2
1 . (9)

This is our main result for the steady-state of driven-
dissipative systems. AF is the rate of energy injected
to the system from the drive. In the steady-state, this
energy is then dissipated into the bath. This expression
therefore relates three central quantities characterizing
the steady-state: the size of the energy fluctuations σ2

1 ,
the rate of energy dissipation AF , and τ which is the
relaxation time in the steady-state [11].
MD Simulations - Before proving the key relation Eq.

(3), we illustrate our main results on a gas of hard-sphere
particles in a box, simulated by an event-driven molec-
ular dynamics simulation [12]. The gas is composed of
N1 particles of mass m1 and N2 particles of mass m2, all
of equal size, corresponding to systems 1 and 2 respec-
tively. Although the entropy of the two systems between
collisions indeed factorizes, the collision process involves
a strong interaction, which changes the velocities of the
particles by a significant amount. A collision calcula-
tion shows that if the two masses are very different, the
energy transfer in each collision is small. In this case
energy transfer occurs over many collisions, fulfilling the
assumption of time-scale separation (see above). In what
follows we take m1 = 10−4, m2 = 1. (Throughout we use
arbitrary units). The box is a unit cube with reflecting
boundary-conditions, and the particles are taken to oc-
cupy a volume fraction of 0.05.
We first consider the approach to equilibrium of two

systems in contact, Fig. 1(a), to be compared with the
predictions of Eq. (6). We take N1 = 30 for the first
systems and N2 = 20 for the second system. N1, N2 are
chosen to be relatively small in order to test the theory on
a mesoscopic system. The initial velocities are sampled
from a Maxwell-Boltzmann distribution with β1 = 60
and β2 = 3, corresponding to average energies per parti-
cle of 〈E1〉 /N1 = 0.025 and 〈E2〉 /N2 = 0.5. We start all
runs from a fixed total energy Etotal = 〈E1〉 + 〈E2〉, by
preforming a (small) rescaling of the m2-particles’ veloc-
ities. Gathering statistics over many runs, we calculate
at each time the average energy 〈E1〉 (t) and the vari-
ance σ2

1 (t). The function A1 (〈E1〉) is obtained by plot-
ting A1 (t) = d 〈E1〉 /dt as a function of 〈E1〉 (t). Given
A1 (〈E1〉) [13] we use Eq. (6) to predict σ2

1 (〈E1〉), and
find a good fit with the simulation results, see Fig. 2.
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temperature. It is straightforward to show, that when
system 2 is a bath, so that β2 can be taken to be a con-
stant, the width σ2

1 approaches the equilibrium value:
(∂E1

β1)
−1
Eeq

= kBT 2C, were Eeq is the equilibrium value

of 〈E1〉, and C is the heat-capacity (see e.g., [10]). To
see this, note that at equilibrium A1 must vanish, and
β1 = β2. Therefore the entire expression for σ2

1 is con-
trolled by the final approach of E to Eeq where

β1 # β2 + (∂E1
β2)Eeq

(E − Eeq) ,

A1 (E
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dA1

dE1
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∣

∣
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and the equilibrium expression follows. Note that away
from the final equilibration regime A1 (E) need not be
linear.
In the case of driven-dissipative systems (when system

2 is large), we obtain for the variance
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∫ 〈E1〉

E10

Z (E′)

A2
1 (E

′)
dE′ .

(7)
where Z = [1− β2AF / (β1A1)] / (β1 − β2). Eqs. (6) and
(7) are our main results for the approach to steady-state.
They predict the size of fluctuations in E1 around its av-
erage value. They depend only on the rates of energy
injection into the system AF (which is zero for equili-
brating systems) and the rate of energy transfer to the
bath A2. In principle both these quantities can be mea-
sured separately. AF can be measured by the rate of
energy absorption when system 1 is isolated, and A2 in
an equilibration experiment without the drive. This is
a consequence of our assumption of statistical indepen-
dence of the driving and the mechanism of interaction
between the systems. In addition we comment that Eqs.
(6) and (7) imply that σ2

1,eq and σ2
1,dd scale as E ∝ N

when A is a homogeneous function of N (e.g., extensive
in N). This justifies self-consistently our assumption on
the narrowness of the distribution.
Steady-state fluctuations - The framework described

above can also be used to study fluctuations in the
steady-state of driven-dissipative systems, specifically
fluctuations of E1 around 〈E1〉. At the steady-state the
probability distribution Ps (E1) is independent of time.
Using ∂t 〈E1〉 = 〈A〉 = A (〈E1〉), and noting that at the
steady-state A (〈E1〉) must vanish, we expand A1 and
B11 to lowest order in e1 ≡ E1 − E0

1

A1 = −
1

τ
e1 , B11 = Bs (8)

where Bs and τ are constants. Equivalently, in this
regime the Fokker-Planck equation describes the Brown-
ian motion of the energy in a harmonic potential ė1 =
−e1/τ +

√
Bsη, where the white noise η (t) satisfies

〈η (t) η (t′)〉 = δ (t− t′). τ is then interpreted as the re-
laxation time, as can be seen from the two time correla-
tion function

〈e1 (t1) e1 (t2)〉 =
Bsτ

2
e−|t2−t1|/τ .

The variance of the energy fluctuations is given by σ2
1 =
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e1 (t1)
2
〉

= Bsτ/2.

When AF = 0, Eqs. (3) and (8) imply that e1 =
− τBs
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above we find that σ2
1 = Bsτ/2 = −
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1
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which

again reproduces the canonical distribution width. The
present derivation gives a dynamic interpretation to this
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When AF (= 0 namely for a driven-dissipative system
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= 0 in Eq. (3), and σ2
1 = Bsτ/2,

that

τAF =
β1

β2
(β2 − β1)σ
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This is our main result for the steady-state of driven-
dissipative systems. AF is the rate of energy injected
to the system from the drive. In the steady-state, this
energy is then dissipated into the bath. This expression
therefore relates three central quantities characterizing
the steady-state: the size of the energy fluctuations σ2

1 ,
the rate of energy dissipation AF , and τ which is the
relaxation time in the steady-state [11].
MD Simulations - Before proving the key relation Eq.

(3), we illustrate our main results on a gas of hard-sphere
particles in a box, simulated by an event-driven molec-
ular dynamics simulation [12]. The gas is composed of
N1 particles of mass m1 and N2 particles of mass m2, all
of equal size, corresponding to systems 1 and 2 respec-
tively. Although the entropy of the two systems between
collisions indeed factorizes, the collision process involves
a strong interaction, which changes the velocities of the
particles by a significant amount. A collision calcula-
tion shows that if the two masses are very different, the
energy transfer in each collision is small. In this case
energy transfer occurs over many collisions, fulfilling the
assumption of time-scale separation (see above). In what
follows we take m1 = 10−4, m2 = 1. (Throughout we use
arbitrary units). The box is a unit cube with reflecting
boundary-conditions, and the particles are taken to oc-
cupy a volume fraction of 0.05.
We first consider the approach to equilibrium of two

systems in contact, Fig. 1(a), to be compared with the
predictions of Eq. (6). We take N1 = 30 for the first
systems and N2 = 20 for the second system. N1, N2 are
chosen to be relatively small in order to test the theory on
a mesoscopic system. The initial velocities are sampled
from a Maxwell-Boltzmann distribution with β1 = 60
and β2 = 3, corresponding to average energies per parti-
cle of 〈E1〉 /N1 = 0.025 and 〈E2〉 /N2 = 0.5. We start all
runs from a fixed total energy Etotal = 〈E1〉 + 〈E2〉, by
preforming a (small) rescaling of the m2-particles’ veloc-
ities. Gathering statistics over many runs, we calculate
at each time the average energy 〈E1〉 (t) and the vari-
ance σ2

1 (t). The function A1 (〈E1〉) is obtained by plot-
ting A1 (t) = d 〈E1〉 /dt as a function of 〈E1〉 (t). Given
A1 (〈E1〉) [13] we use Eq. (6) to predict σ2

1 (〈E1〉), and
find a good fit with the simulation results, see Fig. 2.
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temperature. It is straightforward to show, that when
system 2 is a bath, so that β2 can be taken to be a con-
stant, the width σ2

1 approaches the equilibrium value:
(∂E1

β1)
−1
Eeq

= kBT 2C, were Eeq is the equilibrium value

of 〈E1〉, and C is the heat-capacity (see e.g., [10]). To
see this, note that at equilibrium A1 must vanish, and
β1 = β2. Therefore the entire expression for σ2
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trolled by the final approach of E to Eeq where
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where Z = [1− β2AF / (β1A1)] / (β1 − β2). Eqs. (6) and
(7) are our main results for the approach to steady-state.
They predict the size of fluctuations in E1 around its av-
erage value. They depend only on the rates of energy
injection into the system AF (which is zero for equili-
brating systems) and the rate of energy transfer to the
bath A2. In principle both these quantities can be mea-
sured separately. AF can be measured by the rate of
energy absorption when system 1 is isolated, and A2 in
an equilibration experiment without the drive. This is
a consequence of our assumption of statistical indepen-
dence of the driving and the mechanism of interaction
between the systems. In addition we comment that Eqs.
(6) and (7) imply that σ2

1,eq and σ2
1,dd scale as E ∝ N

when A is a homogeneous function of N (e.g., extensive
in N). This justifies self-consistently our assumption on
the narrowness of the distribution.
Steady-state fluctuations - The framework described

above can also be used to study fluctuations in the
steady-state of driven-dissipative systems, specifically
fluctuations of E1 around 〈E1〉. At the steady-state the
probability distribution Ps (E1) is independent of time.
Using ∂t 〈E1〉 = 〈A〉 = A (〈E1〉), and noting that at the
steady-state A (〈E1〉) must vanish, we expand A1 and
B11 to lowest order in e1 ≡ E1 − E0

1

A1 = −
1

τ
e1 , B11 = Bs (8)

where Bs and τ are constants. Equivalently, in this
regime the Fokker-Planck equation describes the Brown-
ian motion of the energy in a harmonic potential ė1 =
−e1/τ +

√
Bsη, where the white noise η (t) satisfies

〈η (t) η (t′)〉 = δ (t− t′). τ is then interpreted as the re-
laxation time, as can be seen from the two time correla-
tion function

〈e1 (t1) e1 (t2)〉 =
Bsτ

2
e−|t2−t1|/τ .

The variance of the energy fluctuations is given by σ2
1 =

〈

e1 (t1)
2
〉

= Bsτ/2.

When AF = 0, Eqs. (3) and (8) imply that e1 =
− τBs

2 (β1 − β2). Then expanding β1 around β2 as done

above we find that σ2
1 = Bsτ/2 = −

(

∂E0
1
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)−1
which

again reproduces the canonical distribution width. The
present derivation gives a dynamic interpretation to this
formula.
When AF (= 0 namely for a driven-dissipative system

we find, using A1
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= 0 in Eq. (3), and σ2
1 = Bsτ/2,

that

τAF =
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This is our main result for the steady-state of driven-
dissipative systems. AF is the rate of energy injected
to the system from the drive. In the steady-state, this
energy is then dissipated into the bath. This expression
therefore relates three central quantities characterizing
the steady-state: the size of the energy fluctuations σ2

1 ,
the rate of energy dissipation AF , and τ which is the
relaxation time in the steady-state [11].
MD Simulations - Before proving the key relation Eq.

(3), we illustrate our main results on a gas of hard-sphere
particles in a box, simulated by an event-driven molec-
ular dynamics simulation [12]. The gas is composed of
N1 particles of mass m1 and N2 particles of mass m2, all
of equal size, corresponding to systems 1 and 2 respec-
tively. Although the entropy of the two systems between
collisions indeed factorizes, the collision process involves
a strong interaction, which changes the velocities of the
particles by a significant amount. A collision calcula-
tion shows that if the two masses are very different, the
energy transfer in each collision is small. In this case
energy transfer occurs over many collisions, fulfilling the
assumption of time-scale separation (see above). In what
follows we take m1 = 10−4, m2 = 1. (Throughout we use
arbitrary units). The box is a unit cube with reflecting
boundary-conditions, and the particles are taken to oc-
cupy a volume fraction of 0.05.
We first consider the approach to equilibrium of two

systems in contact, Fig. 1(a), to be compared with the
predictions of Eq. (6). We take N1 = 30 for the first
systems and N2 = 20 for the second system. N1, N2 are
chosen to be relatively small in order to test the theory on
a mesoscopic system. The initial velocities are sampled
from a Maxwell-Boltzmann distribution with β1 = 60
and β2 = 3, corresponding to average energies per parti-
cle of 〈E1〉 /N1 = 0.025 and 〈E2〉 /N2 = 0.5. We start all
runs from a fixed total energy Etotal = 〈E1〉 + 〈E2〉, by
preforming a (small) rescaling of the m2-particles’ veloc-
ities. Gathering statistics over many runs, we calculate
at each time the average energy 〈E1〉 (t) and the vari-
ance σ2

1 (t). The function A1 (〈E1〉) is obtained by plot-
ting A1 (t) = d 〈E1〉 /dt as a function of 〈E1〉 (t). Given
A1 (〈E1〉) [13] we use Eq. (6) to predict σ2

1 (〈E1〉), and
find a good fit with the simulation results, see Fig. 2.
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from t to t + ∆t depend only on the energies (E1, E2)
at time t. The time evolution of the probability distri-
bution P12 (E1, E2) is then governed by a Fokker-Planck
equation

∂tP12 = −
2

∑

i=1

∂Ei
(AiP12) +

1

2

2
∑

i,j=1

∂Ei
∂Ej

(BijP12) (1)

where A1, A2, B11, B12, B21, B22 are all functions of
(E1, E2) , and B12 = B21. These function are related
to the first two moments of the changes in E1, E2 during
a short time ∆t [7, 8]:

Ai =
〈∆Ei〉
∆t

; Bij =
〈∆Ei∆Ej〉

∆t
.

The equation is valid when higher cumulants, e.g.
〈∆Ei∆Ej∆Ek〉c /∆t, are small compared to the Ai and
Bij functions.
In both scenarios, of equilibrating systems and driven-

dissipative systems, one can take the Ai and Bij func-
tions to depend on E1 only. For equilibrating systems,
this is possible when the initial total energy Etotal =
E1 + E2 is fixed, so that E2 can be considered to be a
function of E1. In the case of driven-dissipative systems,
E2 drops completely from the equations when we take
system 2 to be much larger than system 1. As shown be-
low, this is because system 2 acts as a thermal bath whose
properties are insensitive to the changes in E2. It is then
more convenient to work with the marginal probability
distribution of E1 alone: P (E1) ≡

∫

dE2P12 (E1, E2).
Integrating Eq. (1) over E2 we find

∂tP = −∂E1
(A1P ) +

1

2
∂2
E1

(B11P ) , (2)

using P12 (E2 → ±∞) = 0. While only the functions
A1 and B11 appear in this equation, the interaction with
system 2 still affects the energy of system 1, via the forms
of the functions A1, B11. This is contained in the relation
which is derived below

2A1 − 2β2/β1AF = (β1 − β2)B11 , (3)

where AF ≡ A1 + A2 = ∂t 〈Etotal〉 is the rate of en-
ergy injected into the system by the drive. The inverse
temperatures are defined by β1 (E1) = ∂E1

S1 (E1), and
β2 (E2) = ∂E2

S2 (E2), where S1,2 are the (microcanoni-
cal) entropies of systems 1,2 respectively. β1 and β2 are
well-defined functions, depending only on the density of
states of the system, and unrelated to the driving mecha-
nism and the interaction between the systems. Moreover,
β1 can be very different from β2. Eq. (3) is ultimately
based on Liouville’s equation, or the unitarity of the dy-
namics in quantum cases. In the driven case we also
assume that the energy flow from the drive and between
the systems are statistically independent processes, see
discussion below. Eq. (3) is exact up to corrections of
order 1/N , where N is the number of degrees of freedom

of the smaller of the two systems. In the case of equili-
brating systems AF = 0, and the relation Eq. (3) reduces
to 2A1 = (β1 − β2)B11. Here, as expected, on average
energy flows from high to low temperatures.
The drive is implemented by varying the Hamiltonian

of system 1 in time (e.g., by applying a time-varying ex-
ternal field). We consider drives where the Hamiltonian
repeatedly returns to its original form (i.e., an oscillat-
ing field). At the steady-state, when the Hamiltonian
is changed adiabatically, returning to the original form
leaves the energy of the combined system unchanged.
Thus, the changes in the energy will only be due to irre-
versible effects.
Before deriving Eq. (3) we consider several of its conse-

quences in the two scenarios, of equilibrating and driven-
dissipative systems. Wherever possible, we present the
results in a unified way where the case of equilibrating
systems is obtained by setting AF = 0.
Approach to steady-state - We start by considering the

approach of the combined system (composed of systems
1 and 2) to its steady-state. If no driving is present (sce-
nario 1), this steady-state is thermal equilibrium. We
derive an expression for the evolution of the variance
σ2
1 =

〈

E2
1

〉

− 〈E1〉2 during the entire equilibration pro-
cess. Proceeding similarly to [9], we take the first two
moments with respect to E1 of Eq. (2)

∂t 〈E1〉 = 〈A1〉 ,

∂tσ
2
1 = 〈B11〉+ 2 (〈A1E1〉 − 〈A1〉 〈E1〉) . (4)

If the distribution is narrow enough (valid up to 1/N
corrections, see discussion after Eq. (7)), 〈A1〉 can be
assumed to depend on 〈E1〉 alone, and the change in 〈E1〉
will be monotonic. Combining the two equalities in Eq.
(4) and linearizing A1 within the width of the probability
distribution, we find

∂σ2
1

∂ 〈E1〉
= 2Z (〈E1〉) + 2

∂E1
A1 ( 〈E1〉)
〈A1〉

σ2
1 (〈E1〉) , (5)

where Z (〈E1〉) ≡ B11/ (2A1). Solving the ordinary dif-
ferential equation Eq. (5) and using Eq. (3) we find for
the equilibrating systems that the variance is given by

σ2
1,eq (〈E1〉) =σ2

10

A2
1 (〈E1〉)

A2
1 (〈E1〉0)

+

2A2
1 (〈E1〉)

∫ 〈E1〉

〈E1〉0

1

A2
1 (E

′) (β1 − β2)
dE′ .

(6)

Here 〈E1〉0 and σ2
10 are 〈E1〉 and σ2

1 respectively at the
initial time. Recall that Etotal is held constant in this
expression. It is easy to extend these results when Etotal

varies between experiments. It is interesting to note that
this expression is identical to that obtained for a single
driven isolated system [9] when β2 is set to zero. This
means that within this theory, driving a system is for-
mally equivalent to attaching it to a bath with infinite



Third Case:
Driven by two external baths

Can write expression for time evolutions of variance. 
Present results only for steady-state

Settings discussed
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Main assumption: 
subsystems relaxation time <<     drive and coupling times
may still be arbitrarily far from equilibrium 
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Main assumption: 
subsystems relaxation time <<     drive and coupling times
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Again	  a	  rela/on	  between	  the	  relaxa/on	  /me,	  energy	  fluctua/ons	  
and	  rate	  of	  energy	  injec/on



Summary

• For driven isolated systems (noisy potential, driving on purpose...)

• Simple expression - history dependent (in contrast to heating with thermal bath)

• Broadly two different regimes - equilibrium like and wide run away

• Can show hold for other examples (XY model in 1d, TF Ising model (quantum))

• Generalizing to thermalizing systems (teas cups)

• Generalizing to driven dissipative systems (fluctuation dissipation like relation)

• Generalize to drive by two external baths

hEi

t t

�2(E)

for slow enough driving


