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What determines final tissue size
shape and pattern?
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Ecdysone induces wing eversion after 
pupariation



Epithelial remodeling refines wing shape in the 
pupa
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Metabolic networks and size control



Control of tissue size and shape

• autonomous (morphogen gradients, tissue 
mechanics) 

• metabolic networks



Hedgehog producing
cells

Hedgehog 
Patched (Hh receptor) and 
Cubitus interruptus (transcription factor) 

Decapentaplegic (Dpp) 

Hedgehog and Decapentaplegic form gradients in the 
anterior-posterior axis



Notch activation

Wingless
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Upregulate
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A Wingless/Notch feedback loop at the dorsal-ventral 
boundary stabilizes Wingless expression 
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Signaling interfaces set up lineage restriction boundaries 
between compartments

Christian Dahmann, Andrew C. Oates & Michael Brand, 2011
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Compartments are separated by elevated tension at 
interfacial cell contacts



Laser ablation shows tension on compartment interface bonds is higher

Vertex model simulations show increased tension can account for 
separation during growth 
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wild type 

less and less Dpp activity

less and less Wingless/Notch activity

Wingless/Notch and Dpp signaling couple patterning and 
growth
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Ectopic morphogen signaling couples extra growth to 
altered patterning



How do morphogens control and couple growth and 
patterning?

How do tissues know how much to grow?

How do tissues know which direction to grow?
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Regeneration in the cockroach leg

Tissues are shaped by information 
from morphogen gradients

Regeneration in Hydra 

Regeneration in Planaria



Tissues are shaped by information from 
morphogen gradients

Positional identities are conferred by threshold 
responses to specific morphogen levels.

Cells sense directionality, or polarity, in tissue through 
the slope of the gradient.

Cells sense the size of the developmental field through 
the slope of the gradient

T.H. Morgan   C.M. Child   Lewis Wolpert   Francis Crick   Hans Meinhardt 
(1901-1979)
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Discs (and other tissues) measure size 
not cell number

INTRODUCTION

Why are mice smaller than men? Why are pea pods smaller
than pumpkins? Why are arms shorter than legs? What controls
the progress of growth and, when the proper size is attained,
what tells organs and organisms to stop growing? When
looking for answers to these questions, the intuitive response
is to search for mechanisms that count cell divisions or add up
cell number. Yet there is persuasive evidence that size itself is
measured and monitored – for example, despite manipulation
of either cell proliferation or cell size, the resulting organs
and/or organisms often attain the normal size. They may
consist of fewer but larger cells, or more numerous but smaller
cells. Thus it seems that, in at least some plants and animals,
growth is regulated by correlates of absolute dimensions rather
than correlates of cell number.

We summarise evidence from different animals and plants.
We then discuss the Drosophila wing because it has been
studied in greatest depth. We entertain the hypothesis that the
regulation of size in the wing depends on the sensing of
dimension (independently in different axes) and that some
correlate of dimension is transferred to individual cells; this
affects cell growth, the cell cycle and cell survival. We consider
whether the dimension-sensing mechanism could be based on
the gradients of morphogens* that pattern the wing.

Further aspects of growth control in animals have been
recently reviewed by others (Edgar and Lehner, 1996; Serrano
and O’Farrell, 1997; Neufeld and Edgar, 1998; Conlon and
Raff, 1999; Stern and Emlen, 1999; Milán and Cohen, 2000).
The relationship between the cell and the organism during
plant development has been discussed by Kaplan and
Hagemann (1991) and Kaplan (1992).

EVIDENCE FOR THE REGULATION OF SIZE

(1) Animals
Variation in ploidy
The first evidence that animals can monitor dimension came
from haploids and polyploids. For a given cell type, cell size
is usually proportional to ploidy. Hence haploid cells are about
half the volume of diploid cells, diploid cells are about half the
volume of tetraploid cells, and so on. 

The ploidy of newts and salamanders can be manipulated to
produce animals with chromosome complements ranging from
haploid to pentaploid (Frankhauser, 1945). In all cases, animals
with unusual ploidy grow to the normal (diploid) size but
contain very different numbers of cells. Thus mature tetraploid
salamanders (Amblystoma mexicanum) look little different
from diploid ones despite having half the number of cells.
When plodding through mazes, tetraploid salamanders take
about twice as many attempts to learn the route as diploids,
perhaps because they have fewer neurones in the brain (Vernon
and Butsch, 1957).

Mammals are not so robust; tetraploid mice usually die in
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Over many years evidence has accumulated that plants and
animals can regulate growth with reference to overall size
rather than cell number. Thus, organs and organisms grow
until they reach their characteristic size and shape and then
they stop – they can even compensate for experimental
manipulations that change, over several fold, cell number
or average cell size. If the cell size is altered, the organism
responds with a change in cell number and vice versa. We
look at the Drosophila wing in more detail: here, both

extracellular and intracellular regulators have been
identified that link cell growth, division and cell survival to
final organ size. We discuss a hypothesis that the local
steepness of a morphogen gradient is a measure of length
in one axis, a measure that is used to determine whether
there will be net growth or not.
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*A morphogen is a molecule that usually spreads from a localised source; it
forms a graded distribution, and the concentration (the scalar of the gradient)
at a point or points some distance from the source determines the local
differentiation of the cells. Morphogens may act directly on responding cells,
and they may also initiate the production of secondary morphogens (see, for
example, Lawrence and Struhl, 1996).INTRODUCTION
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utero. However, they compensate for the larger size of their cells
by a reduction in cell number. Tetraploid foetuses are about 85%
the size of similar-stage diploid foetuses but have about 40% as
many cells (Henery et al., 1992). But after birth, these
mechanisms seem not to operate in mammals. Indeed there is
some counter evidence: Mammalian p27Kip1 (p27) is an inhibitor
of the cyclin D- and cyclin E-associated kinases which are
required for entry into S phase. Knockout mice that lack p27 are
born normally sized, but subsequently grow considerably larger
than littermates (Fero et al., 1996; Kiyokawa et al., 1996;
Nakayama et al., 1996). The increase is a result of increased cell
proliferation, presumably due to a reduction in the efficiency of
the mechanisms that prevent the G1-S transition. In these
knockout mice, increased cell proliferation does not result in a
compensatory decrease in cell size. 

In Drosophila the growth and final size of diploid/haploid
mosaics is about normal (Santamaria, 1983), the haploid
regions of such flies containing more numerous but smaller
cells. This kind of compensation can occur at various stages of
development; for example, in young embryos there are seven
stripes of pair-rule gene expression that are evenly spaced and
of about the same width. If the cell sizes are varied, the width
and spacing of the stripes are unchanged, as if ‘painted’ on the
embryo according to position only (Sullivan, 1987; Fig. 1A,B).

The ploidy of Drosophila cells can be increased by loss of
function of the cyclin-dependent kinase Cdc2. Cdc2 is required
for mitosis in Drosophila and when the Cdc2 gene is
inactivated in cells of the wing imaginal disc, the cells switch
from a mitotic cycle to cycles of endoreduplication without
division (Weigmann et al., 1997). Inactivating this gene either
specifically in the anterior compartment* of the wing disc, or
in clones of wing cells, does not change the shape and size of
the wing; even though the affected regions contain fewer but
much larger, polyploid cells.

The gigas mutation provides an interesting contrast to the

effects of reducing Cdc2 function. Loss of gigas gene function
in clones leads to large, endopolyploid cells and to greatly
increased growth (Ito and Rubin, 1999). Why is the response
so different in the two mutations? One possibility is that gigas
is required for a cell-size checkpoint so that gigas mutant cells
are blind to signals that normally regulate disc size in the wild
type (Ito and Rubin, 1999).

Measuring cell number, DNA or dimension?
The effects of polyploidy argue that, somehow, animals
measure dimensions per se, rather than cell number. However,
note that although pentaploid and haploid newts have different
cell numbers they have the same total amount of DNA. Thus,
if cell number were monitored indirectly, perhaps by measuring
the number of copies of a particular gene, the above examples
could be explained without recourse to a measurement of size.
However, recent results with Drosophila contradict even this
argument; there are two good cases where dimension is
conserved in spite of large variations in DNA content.

(1) Neufeld et al. (1998) altered the expression of cell cycle
genes either specifically in the posterior compartment of the
wing disc or in clones of wing cells, producing either reduced
or increased division rates without causing changes in ploidy.
Despite a more than four-fold variation in cell number and
DNA content in affected regions, compartments retained the
normal size and shape. It seems that, locally in groups of cells,
or more globally in the whole compartment, changes in cell
number can be compensated for by changes in cell size (Fig.
1C-E). 

(2) Johnston et al. (1999) have utilised loss or
overexpression of the Myc transcription factor. Myc is a proto-
oncogene and, in both vertebrates and Drosophila, Myc protein
and mRNA are usually absent from quiescent cells but present
in cycling cells. They found that hypomorphic dm mutants are
smaller than wild type. The wings have substantially smaller
cells, indicating that Myc is required for normal cell growth.
Overexpression of dm increases cell growth rates and average
cell size. Overexpression also drives cells through the G1/S
transition but not the G2/M transition. Consequently, cells are
larger with a far greater than normal proportion in G2 compared
to G1. Yet, if dm is overexpressed specifically in the posterior
compartment of the wing disc, there is no significant change

S. J. Day and P. A. Lawrence

*Compartments are defined regions of the adult which were first identified in
insects, but are also found in vertebrates (Lumsden, 1990). They are founded
by small groups of cells, whose descendants form the whole compartment but
do not contribute to neighbouring ones. The development of each compartment
is specified by a unique set of ‘selector genes’. Compartments are fundamental
units of pattern formation and design in the fly (Garcia-Bellido et al., 1979;
Lawrence, 1992; Lawrence and Struhl, 1996).

Fig. 1. Pattern can be conserved independently of cell
size and number. (A,B) Two Drosophila embryos at
the blastoderm stage. We see the 7 stripes of nuclei
expressing the fushi tarazu gene. (A) The cell density
is much reduced over the normal and average width of
the stripes is only 1.7 cells (the wild-type stripes
average 3.3 cells). (B) The cell density is much
increased over the wild type (each stripe averages 5.7
cells). In both embryos, the dimensions and positions
of the stripes are normal. (diagrams drawn from data
and photographs of Sullivan, 1987). (C-E) Wing
imaginal discs in which the cell density of the
posterior compartments has been manipulated. There
is no change in the shape and size of the compartments
or the wing. The posterior compartments have been
independently marked (not shown) and the interface
between A and P cells accurately drawn with a dotted line. C is entirely wild type. In the P compartment, D has many more and E many fewer
cells than normal. In the A compartment, D and E have normal cell densities (from Neufeld et al., 1998).
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compartment
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with a growth disadvantage
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Positional identities are conferred by threshold 
responses to specific morphogen levels.

Distance

Co
nc

en
tr

at
io

n 
of

 m
or

ph
og

enThe french flag model
source sink

Cells sense the size of the developmental field 
through the slope of the gradient. Growth stops 
when slope falls below a threshold.

Cells sense directionality, or polarity, in tissue through the 
slope of the gradient.  

Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila (8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we

1Max Planck Institute of Molecular Cell Biology and
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Germany. 2Department of Biochemistry and Department
of Molecular Biology, Geneva University, Sciences II, Quai
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype: dppGal4::UAS-GFP-Dpp/+.
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Dpp is produced at the anterior-posterior
compartment boundary in the center of the wing
imaginal disc ofDrosophila (8) (Fig. 1, A andB).
Dpp spreads nondirectionally, is degraded while
spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
l ð2Þ

where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
key parameters: l and C0, which are determined
by D, k, and j0.

In the scenario of nondirectional morphogen
spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:

l ¼
ffiffiffiffiffiffiffiffiffi
D=k

p
ð3Þ

In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:

C0 ¼ j0=
ffiffiffiffiffiffi
Dk

p
ð4Þ

Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype: dppGal4::UAS-GFP-Dpp/+.
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But morphogen concentration decreases 
exponentially with distance from the source!
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spreading, and forms a gradient of concentration
in the plane of the wing epithelium (2, 7). Re-
gardless of the actual transport mechanism, these
facts imply that Dpp spreading can be captured
by the physics ofmolecules that are produced in a
localized source, which generates a current j0
[molecules/(mm × s)] at the source boundary; that
are degraded with a rate k (s−1); and that spread in
a nondirectional manner with an effective dif-
fusion coefficient D (mm2/s). Thus, the rate of
change of Dpp concentration in the x-y plane,
C(x,y,t), is described by the equation:

∂tC ¼ D∇2C − kC þ 2 j0dðxÞ ð1Þ

where t is time, x > 0 is the distance to the
source in the target tissue, ∇2 is the Laplace
operator, and d is the Dirac delta function [see
supporting online material (SOM)].

The steady-state solution for Eq. 1 is a single
exponential gradient:

CðxÞ ¼ C0e
− x
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where the Dpp concentration C(x) depends only
on the distance x from the source, the concentra-
tion C0 at the source boundary, and the decay
length l. The decay length corresponds to the
distance at which the concentration decays by a
factor 1/e of C0 [C(x) = C0 (1/e) at x = l]. The
shape of the gradient therefore depends on two
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spreading with degradation, l in the steady state
is related to the diffusion coefficient and the
degradation rate by the expression:
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In turn, C0 depends on the current j0, and on
diffusion and degradation, which occur both in
the receiving tissue and in the source:
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Indeed, the experimental Dpp distribution in the
target tissue was well described by a single
exponential (Fig. 1C) [correlation index <R2> =
0.92 ± 0.05, n = 26) with a decay length l =
20.2 ± 5.7 mm, corresponding to 7.7 ± 2.1 cells
(see materials and methods section in SOM).

To measure the kinetic parameters (D, k, and
j0) that determine the steady-state shape (charac-
terized by l and C0) of the Dpp gradient, we
developed an experimental strategy based on
imaging a functional green fluorescent protein–
Dpp fusion (GFP-Dpp) produced at the endoge-
nous wing source (2) and fluorescence recovery
after photobleaching (FRAP) (9, 10). The FRAP
assay consisted of irreversibly photobleaching
the GFP-Dpp fluorescence in a rectangular
region of interest (ROI) with dimensions 10 mm
by 200 mm adjacent to the source (Fig. 1, D to K).
Subsequently, we monitored the fluorescence
recovery in the ROI for about 60 min, which

occurred at the expense of the nonbleached GFP-
Dpp molecules in the neighboring areas, until the
fluorescence intensity was close to a plateau (Fig.
1L). To quantify the recoveries, we imaged and
projected five z-confocal planes encompassing
the most apical 5 mm of the epithelium and
measured the average fluorescence intensity of
GFP-Dpp in the ROI (see materials and methods
and fig. S3).

We first controlled several conditions: (i) we
limited photodamage and photobleaching during
imaging so that they were negligible, (ii) we
imaged most of the GFP-Dpp molecules in the
tissue, (iii) we estimated the detection inaccuracy,
and (iv) we calibrated detection of fluorescence
intensity to GFP-Dpp concentration by using
GFP-tagged rotavirus particles (11). These im-
portant controls are summarized in section 2 of
the supporting online material and in figs. S1 and
S2. After verification of these conditions, we
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Fig. 1. FRAP of GFP-Dpp at 25°C. (A and B)
Wing disc showing GFP-Dpp (green) ex-
pressed in the endogenous source (double
arrow) with cell profiles counterstained by
FM4-64 [red in (A)]. Scale bars, 10 mm. (C)
Normalized average fluorescence in the re-
ceiving territory of five GFP-Dpp–expressing
discs at 25°C as a function of the distance to
the source. Black curve, exponential fit to the
black trace. (D to G) FRAP time-lapse images
of GFP-Dpp. Projections of five z-sections
immediately before (D), immediately after
bleaching (E), and during the recovery phase
(F and G). Scale bar, 10 mm. Times (1, 26, 58) indicate minutes after the start of the experiment. White
box, ROI. Blue boxes are magnified in (H to K). (L) FRAP recovery curves for four GFP-Dpp experiments at
25°C. Theoretical curves (solid lines) are fit to normalized average fluorescence intensities in the ROI
(squares and crosses). Anterior, left. Genotype: dppGal4::UAS-GFP-Dpp/+.
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ABSTRACT The pattern of cell proliferation in the Dro-
sophila imaginal wing primordium is spatially and temporally
heterogeneous. Direct visualization of cells in S, G2, and
mitosis phases of the cell cycle reveals several features invari-
ant throughout development. The fraction of cells in the disc
in the different cell cycle stages is constant, the majority
remaining in G1. Cells in the different phases of the cell cycle
mainly appear in small synchronic clusters that are non-
clonally derived but result from changing local cell-cell
interactions. Cluster synchronization occurs before S and in
the G2/M phases. Rates of cell division are neither constant
nor clonal features. Cell cycle progression is linear rather than
concentric. Clusters appear throughout the disc but with
symmetries related to presumptive wing patterns, compart-
ment boundaries, and vein clonal restrictions.

Morphogenesis in multicellular organisms is associated with
patterned cell proliferation. As a rule, the size of an organ and
its shape are species specific. Specific forms then result from
local cell behavior reflecting the active genome of the prolif-
erating cells. For monolayers of cells forming two-dimensional
patterns, cell proliferation may be localized in a basal or distal
growing zone or throughout the tissue. Final shape may result
from heterogeneities in cell proliferation rates, preferential
mitotic orientations, or differential allocation (by cell recog-
nition or migration) of daughter cells. Subsequent cell differ-
entiation and differential cell shapes may change the final
form. Clearly the understanding of how genes control mor-
phogenesis requires a thorough description of the proliferation
patterns of the organ under study. The wing imaginal disc of
Drosophila is a favorable system for genetic analysis of mor-
phogenesis but we still have incomplete information concern-
ing its proliferation patterns (1, 2). The anlage of the wing
imaginal disc is singled out in the embryo within the larval
epidermis. It consists of about 30 cells corresponding to two
adjacent, one anterior (A) and another posterior (P), clonal
compartments. After a mitotically quiescent period, cell pro-
liferation resumes at the end of the first larval instar and
continues up to 24 h after pupariation. During the growing
period, the anlage becomes subdivided again by clonal restric-
tions into a dorsal (D) compartment and a ventral (V)
compartment and, in the proximodistal axis, into a notum and
a wing compartment. In the wing proper, further clonal
boundaries along veins dorsoventrally divide the A and P
compartments symmetrically into intervein regions. During
these stages, cell proliferation is intercalar, with an 8.5-h
average cell doubling time. In number of cells, the width of the
adult wing is similar along the proximodistal axis; the proximal
deformation of this cylinder results from compaction of epi-
dermal cells in the trunk of the veins (3).

The publication costs of this article were defrayed in part by page charge
payment. This article must therefore be hereby marked "advertisement" in
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Analysis of cell proliferation in the wing disc has revealed
dynamic local heterogeneities in cell division rates within and
between intervein regions along larval development (3). This
conclusion agrees with the occurrence of clusters of cells in the
S phase of the cell cycle in partial dissociates of growing discs
(4), patterns of quiescent cells in late third instar discs (5, 6),
and the onset of a patterned distribution of S-phase cells
related to veins in pupal wings (7). The present paper aims to
analyze cell cycle parameters, by direct visualization in wing
discs during larval development, of mitotic cells, cells express-
ing the string (stg) gene as a marker of the G2/M phase (8, 9)
and cells at the S phase. We have concentrated our study on
the epithelial cells of the discs. Quantitative analyses have been
carried out only in early discs, from larvae 32-80 h after egg
laying (AEL), containing 50-1500 cells, because in mid and
late third instar wing discs (from larvae 80-120 h AEL),
folding of the epithelium hinders reliable numerical analyses.
Topographical descriptions are, on the other hand, rather
imprecise in early discs due to the lack of internal landmarks
but much more accurate in mid and late third instar discs
whose characteristic shape and gene expression patterns allow
the identification of disc regions. Our results indicate a clus-
tered nonclonal progression of all imaginal disc cells through
cell cycle with ample variations in cell cycle time length.

MATERIALS AND METHODS
Drosophila Strains. apterousrk568, engrailedrYxho25, and

A1OJ.1F3 are enhancer trap lines described in refs. 10-12,
respectively. ctwHZ is a cut promoter-lacZ line (13). hsp70-
stge (HS-stg) is as described (9).

Size Estimation of Imaginal Discs. The number of disc cells
was estimated from the number of directly counted labeled
cells and the ratio between the area of labeled regions and the
area of the whole disc, calculated by digitizing a picture with
the IMAGE 1.44 program (W. Rasband, National Institutes of
Health, Bethesda).

Imaginal Disc Staining. Hoechst 33258, propidium iodide,
acridine orange, and fluorescein isothiocyanate-phalloidin
stainings were performed as described (refs. 14-17, respec-
tively). In situ hybridization with digoxigenin-labeled stg and
Dmcyclin E cDNA probes (provided by P. H. O'Farrell and H.
Richardson, respectively) and 5-bromo-4-chloro-3-indolyl ,B-D-
galactoside staining were performed as described (12). 5-Bro-
mo-2'-deoxyuridine (BrdU) was administered to larvae by
injection or feeding as described (refs. 6 and 18, respectively).
In vitro incubation in BrdU and its detection were performed
as described (7). In situ hybridization after BrdU labeling was
adapted from ref. 19.

Generation of 18-Galactosidase-Expressing Clones. hsp70-
flp/+; Act5C>Draf+>nuc-lacZ/+ larvae (ref. 20, provided

Abbreviations: A, anterior; P, posterior, D, dorsal; V, ventral; AEL,
after egg laying.
*To whom reprint requests should be addressed.
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epidermis. It consists of about 30 cells corresponding to two
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folding of the epithelium hinders reliable numerical analyses.
Topographical descriptions are, on the other hand, rather
imprecise in early discs due to the lack of internal landmarks
but much more accurate in mid and late third instar discs
whose characteristic shape and gene expression patterns allow
the identification of disc regions. Our results indicate a clus-
tered nonclonal progression of all imaginal disc cells through
cell cycle with ample variations in cell cycle time length.

MATERIALS AND METHODS
Drosophila Strains. apterousrk568, engrailedrYxho25, and

A1OJ.1F3 are enhancer trap lines described in refs. 10-12,
respectively. ctwHZ is a cut promoter-lacZ line (13). hsp70-
stge (HS-stg) is as described (9).

Size Estimation of Imaginal Discs. The number of disc cells
was estimated from the number of directly counted labeled
cells and the ratio between the area of labeled regions and the
area of the whole disc, calculated by digitizing a picture with
the IMAGE 1.44 program (W. Rasband, National Institutes of
Health, Bethesda).

Imaginal Disc Staining. Hoechst 33258, propidium iodide,
acridine orange, and fluorescein isothiocyanate-phalloidin
stainings were performed as described (refs. 14-17, respec-
tively). In situ hybridization with digoxigenin-labeled stg and
Dmcyclin E cDNA probes (provided by P. H. O'Farrell and H.
Richardson, respectively) and 5-bromo-4-chloro-3-indolyl ,B-D-
galactoside staining were performed as described (12). 5-Bro-
mo-2'-deoxyuridine (BrdU) was administered to larvae by
injection or feeding as described (refs. 6 and 18, respectively).
In vitro incubation in BrdU and its detection were performed
as described (7). In situ hybridization after BrdU labeling was
adapted from ref. 19.

Generation of 18-Galactosidase-Expressing Clones. hsp70-
flp/+; Act5C>Draf+>nuc-lacZ/+ larvae (ref. 20, provided

Abbreviations: A, anterior; P, posterior, D, dorsal; V, ventral; AEL,
after egg laying.
*To whom reprint requests should be addressed.
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Clearly proliferation is not proportional to the slope of 
morphogen gradients

Morphogen dependent growth is not simply 
concentration-dependent - not like other target genes.
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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Dpp signaling activity parallels Dpp concen-
tration. Proliferation depends on Dpp signaling
activity, rather than ligand concentration (3, 25–27).
We therefore measured Dpp pathway activity at
different levels [reviewed in (28)]: phosphorylated
Mad (P-Mad) (29), P-Mad/Medea complex forma-
tion, and brk and dad transcription [Fig. 3A and
fig. S7; SOM experimental procedures (EP) 1]
(30, 31). Of these, we systematically analyzed nu-
clear red fluorescent protein expressed under control
of the dad enhancer (dad-nRFP) as a transcriptional
readout reflecting cellular signaling activity, Scell.

With time-lapse analysis, we confirmed that
Dpp signaling increases in living wing discs (Fig.
3B andmovie S1). Consistent with Eq. 2, relative
changes in signaling, Ṡ=S, are larger at early
times of development, when growth is faster.
Quantification of dad-nRFP profiles, S(r,t) (Fig.
3C), in fixed discs showed that (i) the signaling
gradient scales (Fig. 3D), i.e., the scaling ratio
ls/L is constant (Fig. 3E); and (ii) the amplitude

S0 increases with A as a power law (Eq. 1),
with bs = 0.69 T 0.02 (SEM) (n = four data sets;
table S3), corresponding to as = 48% T 2% (Fig.
3F). Invariance (scaling) of the relative signaling
profile, S(r,t)/S0(t) (Fig. 3D), implies that the
cellular signaling level is proportional to the
amplitude (Scell ~ S0). The power-law relation
between amplitude S0 and area A (Fig. 3F) in-
dicates that the proliferation rate correlates with
the average relative temporal increase of Dpp
signal, Ṡcell=Scell ¼ Ṡ0=S0 (as in Eq. 2):

gcell ≈
ln2
as

Ṡcell

Scell
ð4Þ

Here, as = 48% implies that the cellular Dpp
signaling level Scell increases by about 50% dur-
ing each cell cycle. On the basis of Eq. 4, we
propose a model of growth control where the cell
cycle length is determined by how fast an in-
crease of cellular Dpp signal by 50% is achieved.

In different growth regimes, as ≈ 50%. Dpp
source and transport parameters contribute to the
amplitude S0 (SOM text S1.1) and therefore to
cellular signaling levels Scell. To test how the
rate of increase of the gradient amplitude affects
growth, we analyzed three conditions with changed
Dpp source and/or transport parameters (SOM
EP2): (i) haltere discs, where we found that Dpp
production, diffusion, and degradation are smaller
(32, 33) (Fig. 2, C to F; SOM QP3.2); (ii) wing
discs with a Dpp source of haltere histotype
(dpp>Ubx) (32, 33); and (iii) wing discs with a
constant one-cell-wide source [limiting Hh sig-
naling range to one cell with membrane-tethered
Hh (Hh-CD2)] (34).

In these tissues, the decay time of the growth
rate, the growth period, and final size differ from
that of the wild-type wing disc (table S2 and fig.
S8). However, growth and Dpp signaling still are
related by the same features: (i) Gradients scale
with tissue size. The scaling ratio l/L is constant,

Fig. 1. Dpp gradient parameters.
(A) dpp-Gal4/UAS-GFP-Dpp wing
(Wi), leg (Le), and haltere (Ha) discs
at different developmental times;
w, source width, L, target width. (B)
Images of GFP-Dpp gradients, cor-
responding to boxed areas in (A).
(C) Quantification of GFP-Dpp con-
centration as a function of the dis-
tance to the source (x). (D and E)
(D) Amplitude, C0 and (E) decay
length, l, over time. At the end of
the growth phase, in prepupal discs
(t> 140 hours), C0 again decreases.
Error bars correspond to standard
errors (SEM) of averages frombinned
data, and one data set per graph is
shown. For fit functions, parame-
ters, number of data sets, and num-
ber of discs per data set, see tables
S1 to S3 and SOM QP1. For ex-
tended versions of figure legends,
see SOM.
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Fig. 2. The Dpp gradi-
ent and growth. (A) Rel-
ative Dpp concentration
profiles C(r, t)/C0 from 48
hours to 130hours (span-
ning the whole growth
period) with density plot
(below). Note the data
collapse of gradient pro-
files onto a single curve.
(B) Decay length,l, versus
compartment width, L.
(C to F) (C) Dpp produc-
tion rate, n; (D) diffu-
sion coefficient, D; and
(E) degradation rate, k,
versus posterior compartment area, A; and (F) Dpp source width, w, versus posterior compartment width, L, of wing (black) and haltere (blue) discs during growth,
estimated by FRAP (red rectangles, wing) and a reporter assay (circles) (SOM QP3). (G) Gradient amplitude, C0, versus posterior compartment area, A.
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The Dpp gradient scales as the wing disc grows

Growth rate correlates with relative changes in Dpp activity - cells divide when Dpp activity 
increases by 50%

Growth arrest occurs as the rate of change in Dpp activity falls below a critical threshold



Wingless/
Notch

Decapentaplegic 
(Dpp)

Dachsous

Wingless and Dpp signaling combine to pattern 
Dachsous/Four-jointed expression

Zecca and Struhl, 2010 PLOS 
Biology
Rogulja et al., 2008, Dev. Cell



The Fat/Dachsous/Four-jointed system 
regulates growth and tissue polarity

Fat

Dachsous

Four-jointed

Dachs

Four-jointed = golgi kinase

Dachs = atypical myosin

Fat/Dachsous = atypical 
                               Cadherins

Planar Polarity Specification through
Asymmetric Subcellular Localization
of Fat and Dachsous
Amy Brittle,1,2 Chloe Thomas,1,2 and David Strutt1,2

Propagation of Dachsous-Fat
Planar Cell Polarity
Abhijit A. Ambegaonkar,1 Guohui Pan,1 Madhav Mani,2
Yongqiang Feng,1,3 and Kenneth D. Irvine1,*

eye abdomen

wing disc



 D::V5 clones in wild type (n=919 clones from 5 discs)

C

Rogulja et al, Dev Cell 2008
Brittle et al, Current Biology 2012
Sagner et al., Current Biology 2012

Polarity of Dachsous/Dachs domains in the 
wing disc orients down the Dachsous gradient



The Fat/Dachsous/Four-jointed system regulates growth 
through the Hippo pathway



 ds-/-

 F

 wild type

The Fat/Dachsous pathway influences the amount 
and orientation of growth, and planar polarity

Dachsous mutant

Dachs mutant

wild type



 D::V5 clones in wild type (n=919 clones from 5 discs)

C

Growth orientation in the wing disc is aligned with Ds/
Dachs polarity



Growth orientation is disturbed by mutations in Fat, 
Dachsous or Dachs

Baena Lopez et al., 2005, Current biology
Mao et al., 2011, Genes and Dev.



Could Hippo pathway activity account for 
uniform proliferation in the wing?



our results indicate that the Fat and the Dpp/Brk systems act
together to regulate growth, and that normally their combined
activities produce uniform proliferation along the A-P axis of
the wing primordium.

DISCUSSION

One key question in development concerns the effect of
morphogens on growth: how can a gradient of a proliferation-
inducing factor ultimately result in uniform cell proliferation?
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Figure 3. Dpp and Fat Signaling Regulate
Growth in theWingDisc in aComplementary
Fashion
(A–J) Proliferation pattern displayed by cell prolif-

eration maps in wing discs with modulated Dpp

and/or Fat signaling activities. The maps illustrate

the growth constant k (described in Experimental

Procedures). The scale bar is standardized,

making the rates comparable between the

different genotypes. The highest values are shown

in red, and the lowest values in blue/transparent.

The rates were calculated from EdU incorporation

data of 10 discs per genotype. (A–C) Cell prolifer-

ation maps of wing discs at mid third instar stage,

96 hr after egg laying (AEL).

(D–J) Cell proliferation maps of wing discs at

late third instar stage, 120 hr AEL. Discs are

from wild-type (A and D), C765 > dpp (B and E),

fatGR-V/fatfd (C and F), C765 > dpp; fatGR-V/fatfd

(G), esg > dad; fatGR-V/fatfd (H), dachsGC13;

C765 > dpp (I), and brkXA;dpp8/dpp12 (J) larvae.

Note that dachsGC13 and brkXA;dpp8/dpp12mutant

larvae are delayed in development for 24 hr;

to adjust for this delay dachsGC13, C765 >

dpp;dachsGC13, and brkXA;dpp8/dpp12 larvae

were dissected 144 hr AEL. (K) Comparison of

the sizes of discs with the different genotypes.

Error bars indicate 95% confidence intervals.

Example images for EdU stainings for each geno-

type are shown in Figure S3.

The Dpp gradient in the Drosophila wing
imaginal disc has emerged as an impor-
tant model to study how morphogen
gradients are established and how they
operate to orchestrate patterning and
growth.
An answer to this problem was

provided by Rogulja and Irvine (2005)
who demonstrated that the gradient
of Dpp pathway activity can influence
cell proliferation. Their arguments were
mainly based on the observation that
sharp discrepancies in Dpp transduction
levels can lead to local, transient over-
proliferation (Rogulja and Irvine, 2005).
A follow-up study provided evidence
that this effect is exerted via the Fat
signaling network (Rogulja et al., 2008).
Based on these findings the authors
proposed a model, in which graded Dpp

levels drive growth by regulating the expression and localization
of Fat pathway components. However, the proposed necessity
of a Dpp gradient to induce growth was challenged by our finding
that if lateral overproliferation is avoided, cell proliferation occurs
normally in areas with uniform Dpp signaling (Schwank et al.,
2008). Here we further confront the model of Rogulja et al.
(2008) by demonstrating that the profile of Fat pathway activity
does not depend on the Dpp gradient. Conditions of uniform
Dpp signaling neither affected the graded expression of fj and
ds, which encode upstream regulators of the Fat pathway, nor
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Antagonistic Growth Regulation
by Dpp and Fat
Drives Uniform Cell Proliferation
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SUMMARY

We use the Dpp morphogen gradient in the
Drosophila wing disc as a model to address the
fundamental question of how a gradient of a growth
factor can produce uniform growth. We first show
that proper expression and subcellular localization
of components in theFat tumor-suppressor pathway,
which have been argued to depend on Dpp activity
differences, are not reliant on the Dpp gradient. We
next analyzed cell proliferation in discswith uniformly
high Dpp or uniformly low Fat signaling activity and
found that these pathways regulate growth in a
complementary manner. While the Dpp mediator
Brinker inhibits growth in the primordium primarily
in the lateral regions, Fat represses growth mostly in
the medial region. Together, our results indicate
that the activities of both signaling pathways are
regulated in a parallel rather than sequential manner
and that uniform proliferation is achieved by their
complementary action on growth.

INTRODUCTION

During development of metazoans patterning and growth are
tightly linked. This is partly due to the action of morphogens
that serve not only to regulate patterning, but also growth. Gradi-
ents of morphogens precisely specify the position of cells within
a tissue in a concentration dependent manner. If morphogens
would also exert their mitotic function in a concentration depen-
dent manner, one would expect cell proliferation rates to vary as
a function of the distance to the source of the morphogen.
Studies on organ growth, however, show that this is not the
case (Milan et al., 1996; Ten Berge et al., 2008; Towers et al.,
2008; Zhu et al., 2008). For example in theDrosophilawing imag-
inal disc, the morphogen Decapentaplegic (Dpp) is expressed in
a narrow stripe of cells along the anteroposterior (A-P) compart-
ment boundary, and spreads laterally to establish a gradient
along the A-P axis of the primordium (a diagram of the wing
primordium is shown in Figures 1A and 1B). In addition to regu-
lating A-P patterning, Dpp also acts as a growth factor promoting
cell proliferation. Despite being present in an A-P gradient
though, the growth promoted by Dpp occurs uniformly. How

this is achieved is a conundrum that has challenged the field
for more than a decade (reviewed in Affolter and Basler, 2007;
Day and Lawrence, 2000; Schwank and Basler, 2010).
Several models that attempt to explain this conundrum have

been proposed and experimentally tested for Dpp in the wing
disc. According to one of them—the memory model—the early
Dpp gradient primes cells along the A-P axis to acquire different
sensitivities toward themitogenic activity of Dpp, so that to reach
a certain proliferation rate cells closer to the source would
require higher Dpp levels than cells further away from the source.
The threshold model, on the other hand, posits that Dpp drives
equal proliferation at any level exceeding a minimal degree of
activity. However, both these hypotheses were refuted by exper-
iments showing that uniform Dpp signaling, induced at the onset
of wing disc development, leads to non-uniform growth with
overproliferation in the lateral regions of the wing disc (Schwank
et al., 2008).
The gradient models provided another potential explanation

for uniform proliferation (Gelbart, 1989; Lawrence and Struhl,
1996). They predict that neighboring cells compare the levels
of Dpp they are exposed to and proliferate if the differences
are sufficiently high. Rogulja and Irvine (2005) proposed a refine-
ment of the gradient idea, whereby the wing disc is divided into
two distinct regions along the A-P axis, medial and lateral; prolif-
eration of medial cells only depends on the slope of the Dpp
gradient, whereas proliferation of lateral cells can also be trig-
gered by absolute Dpp levels, even when these are uniform.
In more recent work, Rogulja et al. (2008) provided evidence
that the Dpp signaling gradient acts through the Fat tumor
suppressor pathway. Based on these findings they proposed
that the Dpp gradient regulates the expression and localization
of Fat pathway components, and that Fat signaling through
Dachs is necessary for the influence of the Dpp gradient on
proliferation. Our own findings, however, challenged the validity
of any gradient model to explain the mode of Dpp action on
growth (Schwank et al., 2008). We found that juxtaposition of
cells with different Dpp signaling levels is not necessary to drive
proliferation, neither in the lateral nor medial area. Instead, our
data suggested the existence of, at least, one additional, uniden-
tified growth regulator, which acts mainly in parallel and comple-
mentary to Dpp, inhibiting growth predominantly in the medial
region along the A-P axis of the wing primordium (the different
regions of the wing primordium are illustrated in Figures 1A
and 1B). The combined action of the two pathways then results
in uniform proliferation.
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Control of cell proliferation is a fundamental aspect of tissue phy-
siology central to morphogenesis, wound healing, and cancer.
Although many of the molecular genetic factors are now known,
the system level regulation of growth is still poorly understood. A
simple form of inhibition of cell proliferation is encountered in vitro
in normally differentiating epithelial cell cultures and is known as
“contact inhibition.” The study presented here provides a quanti-
tative characterization of contact inhibition dynamics on tissue-
wide and single cell levels. Using long-term tracking of cultured
Madin-Darby canine kidney cells we demonstrate that inhibition
of cell division in a confluent monolayer follows inhibition of cell
motility and sets in when mechanical constraint on local expansion
causes divisions to reduce cell area. We quantify cell motility and
cell cycle statistics in the low density confluent regime and their
change across the transition to epithelial morphologywhich occurs
with increasing cell density. We then study the dynamics of cell
area distribution arising through reductive division, determine
the average mitotic rate as a function of cell size, and demonstrate
that complete arrest of mitosis occurs when cell area falls below a
critical value. We also present a simple computational model of
growth mechanics which captures all aspects of the observed
behavior. Our measurements and analysis show that contact inhi-
bition is a consequence of mechanical interaction and constraint
rather than interfacial contact alone, and define quantitative
phenotypes that can guide future studies of molecular mechanisms
underlying contact inhibition.

EMT ∣ growth regulation ∣ mechanics ∣ mitosis

The precise orchestration of cell division and growth is central
to morphogenesis and animal development (1, 2). Complex

cellular signaling and regulatory networks are dedicated to
growth control and misregulation of cell proliferation leads to
tumors and cancer (3). Epithelial tissue is an important system
to study regulation of growth. Normal development of epithelial
tissue involves a mesenchymal-to-epithelial transition (MET) (4)
associated with the loss of cell mobility, mitotic arrest, and acqui-
sition of epithelial morphology. This transition is reversed in the
process of wound healing (5). On the other hand, cells that have
undergone oncogenic epithelial-to-mesenchymal transition (EMT)
typically lose their ability to undergo MET. Hence understanding
the normal MET process is of fundamental importance for under-
standing oncogenic transformations which disregulate it.

In cultured noncancerous epithelial cells, the transition from
freely proliferating, nonconfluent cells to fully differentiated,
dense epithelial monolayers is commonly referred to as “contact
inhibition” (6–9). Contact inhibition in confluent cell cultures is
currently defined as (i) a dramatic decrease of cell mobility and
mitotic rate with increasing cell density; (ii) establishment of a
stationary postconfluent state which is insensitive to nutrient re-
newal. It is widely believed that contact inhibition, as the name
suggests, is caused by cell contact. But despite extensive study,
current understanding of the mechanism of contact inhibition
is far from complete [see (10–14)].

Many molecular mechanisms have been proposed to contri-
bute to contact inhibition. It is widely accepted that contact in-
hibition requires establishment of E-cadherin mediated cell-cell
contacts and subsequent maturation of the adherens junctions
(AJs) that link E-cadherin and F-actin in a synapse-like complex
involving numerous other proteins (15–18). However, the nature
of the signaling pathway leading to suppression of mitosis remains
unclear. One possible pathway involves β-catenin, a mediator of
Wnt signaling, that, in addition to its function as a transcriptional
cofactor, is associated with the AJs at the cell surface (19, 20). A
contact inhibition role has been reported for NF2/Merlin, a tumor
suppressor gene (21, 22) that encodes a membrane-cytoskeletal
scaffolding protein, which most likely acts via the Hippo kinase
pathway, controlling nuclear localization of the transcriptional ac-
tivator YAP (23, 24, 13)—itself a known regulator of cell prolifera-
tion. Contact inhibition is known to involve the MAPK pathway,
which, in turn, promotes cell cycle entry by regulating the expres-
sion of cyclinD1 (25–27). Also implicated are Nectins (28, 29, 12)
—a family of cell adhesion molecules that are involved, together
with integrins and other proteins, in the regulation of cell motility
and proliferation. Yet, this accumulated knowledge falls far short
of a comprehensive picture of contact inhibition. The difficulty in
achieving a better understanding of the molecular mechanism lies
in the complexity of the contact inhibition phenotype, which, as we
describe below, involves the concurrence of many processes.

To facilitate progress in the dissection of the regulatory path-
ways underlying contact inhibition, we undertook a quantitative
reexamination of the spatio-temporal dynamics of an adherent
epithelial layer formed by Madin-Darby canine kidney (MDCK)
cells. These cells are known for their ability to exhibit contact
inhibition and achieve characteristic epithelial morphology in cul-
ture (30, 31) thus providing an excellent model system for in vitro
study of epithelial tissue dynamics (32–34). Using long-term
fluorescence and phase-contrast video microscopy in conjunction
with image segmentation and cell tracking, we have characterized
the temporal progression of contact inhibition in growing MDCK
colonies. Quantitative analysis of the evolution of cell density, cell
motility, and cell division rate reveals that contact inhibition
proceeds in three distinct stages: (i) a stage of cell density growth
with gradual inhibition of motility, but without inhibition of
mitosis that is followed by (ii) a rapid transition to epithelial cell
morphology, followed by (iii) continued cell division and reduc-
tion of cell size with a progressively decreasing rate of mitosis.
Mitotic arrest is achieved once cell area falls below a certain
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threshold. Our findings show that contact between cells is not suf-
ficient for inhibition of mitosis in MDCK cells. Instead, inhibition
of cell proliferation is a consequence of mechanical constraint
that causes successive cell divisions to reduce cell area.

Results
Large-Scale Analysis. To separate the effect of cell contact from
that of mechanical constraint arising upon confluence of prolif-
erating cells, we first examine the dynamics of isolated, growing
colonies of MDCK cells. The colonies, started from a small initial
number of cells, were monitored with subcellular resolution by
time-lapse video microscopy for up to three weeks until nearly
complete proliferation arrest (see Materials and Methods for de-
tails). Fig. 1A shows the large-scale dynamics of a growing colony.
The boundary of the colony exhibits nontrivial dynamics due to
the combined effect of motility and cell division. It moves out-
ward with a nonuniform velocity forming finger-like protrusions
(32, 33, 35). Yet the total area of the colony grows following a
simple exponential law (Fig. 1B) for up to 5–6 d, reaching over
103 cells. Cell density in the bulk remains constant during this
period (Fig. 1C). Daughter cells occupy, on average, twice the
area of their mother cell and the rate of colony area growth
matches exactly the rate of cell mitosis. Thus, colony expansion
is driven by cell proliferation. In this “free growth” regime,
although cells stay in contact with each other for several days,
no inhibition of growth is observed.

Expansion of the colony is made possible by the fluid-like mo-
tion of cells in the two-dimensional confluent layer (see Fig. 2A).
To quantitatively characterize this motion we carried out a PIV-
type analysis of the time series of phase-contrast images (36). This
analysis determines the local velocity field by comparing succes-
sive images. In the free growth regime, cells exhibit a swirling, but
outwardly biased flow with a root-mean-square (r.m.s.) outward
velocity of about 15 μm∕h, or approximately 1 cell width per
hour. The motion of nearby cells is correlated on a length scale
of about 5 cells (see Fig. 2C).

Of course, exponential increase in colony area cannot continue
indefinitely as it would require the outward motion of peripheral

cells to have an exponentially increasing velocity. To support an
exponential area increase at a rate 1∕τ, the velocity of cells on the
boundary must be vb ≃

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
A∕4πτ2

p
. Comparing this to the observed

maximal velocity of cell motion, vmax ≃ 15 μm∕h, we arrive at an
estimate for the critical size of the colony, Ac ≃ 2 · 106 μm2.
Above this critical area, expansion of the colony cannot keep
up with cell proliferation in the bulk without increasing cell den-
sity. This estimate is close to the observed area at the time of
crossover (approximately six days) from exponential to subexpo-
nential growth of the colony area (Fig. 1B). The crossover is in-
deed coincident with the onset of a gradual increase in cell
density in the bulk of the colony, as shown in Fig. 1C. Single cell
analysis (below) confirms that mitotic rate in this “pretransition”
regime does not decrease so that the subexponential expansion of
the colony area is accounted for by increasing density alone.

Thus, it appears that increased cell density (and the associated
decrease of average cell size) is a consequence of mechanical
constraint imposed by the inability of the tissue at the periphery
to expand fast enough to accommodate cell proliferation in the
bulk. As cell density begins to increase, cell motility starts to de-
crease as shown in Fig. 2C [see also ref. (33)]. The correlation
length associated with the velocity field exhibits a peak which clo-
sely corresponds to the transition to epithelial cell morphology,
which we shall define and discuss in detail below. The correlation
length of motion subsequently decreases with time down to the
size of a single cell (where the displacement is comparable to the
optical resolution of the images), indicating that large-scale swirls
observed in the free growth regime are disappearing and cell mo-
tion is reducing to small scale fluctuations. The observed decrease
in the root-mean-square velocity and the correlation length of cell
motion can be understood in terms of a rapid increase in cell-sub-
strate adhesion in the process of morphological transition.

Cell behavior in the center of a colony at the end of the free
growth regime is similar to what is observed in confluent cell cul-
tures that were seeded homogeneously, see Fig. 2C, D. In homo-
geneously seeded cultures the space constraint is more severe and
cell density increases more rapidly upon confluence, reaching the
morphological transition soon after initiation of the culture. We
note that Fig. 2 (C) and (D) differ also in the substrate: glass
and PDMS respectively (see Materials and Methods). Although
the magnitude of the correlation length differs in the two cases,

A B

C

Fig. 1. Epithelial colony growth. (A) Superimposed snapshots of a single col-
ony at different times, coded by different shades of gray. Time-points were
chosen to keep area increment constant. Black contours correspond to 3.0,
4.8, 5.5, 5.9, 6.3 days after seeding. (B) Total area of the spreading colony.
Time is counted relative to the “morphological transition” at t ¼ 0 (see text).
Green points represent total cell number (independently measured) multi-
plied by the average cell area. The blue line is exponential growth with
the average cell cycle time τ2 ¼ 0.75" 0.14 (s.e.m.) days (measured indepen-
dently by single cell tracking). (C) Cell density in the inner region of the colony
(different colors distinguish different fields of view). The solid black line at
constant density and is a guide for the eye. The dashed black line represents
exponential growth of density expected for continued cell proliferation with-
out cell motion.

Fig. 2. Correlation analysis of cell motility. (A)–(B) Phase images of a conflu-
ent layer (1 h before and 27 h after the morphological transition) with over-
laid instantaneous velocity field (measured by PIV and interpolated) side by
side with cell trajectories integrated over 200 min with blue and red labeling
respectively the beginning and the end. Scale bar is 100 μm. (C)–(D) R.m.s.
velocity of cell motion (red symbols) and the correlation length (blue symbols)
across the morphological transition in a in the bulk of the expanding colony
(C) and in the continuous confluent layer plated at higher initial density (D).
Data pooled from four different 450 × 336 μm2 fields of view. Lines are to
guide the eye. (D) Inset: Correlation time of cell trajectories.

740 ∣ www.pnas.org/cgi/doi/10.1073/pnas.1007809109 Puliafito et al.

Colony size increase is limited by movement of cells at the periphery - cells become 
increasingly compressed.

Proliferation stops at a critical colony size when cells are sufficiently compressed 

the qualitative behavior and the morphological transition are very
similar.

To investigate the long-term evolution of cell size and density
upon exit from the free growth regime we measured the average
cell area (using digital image segmentation) over a period of 20 d.
As shown in Fig. 3C, average cell area decreases tenfold over a
15 d period. In the same period, average cell height increases only
by a factor of 2 (from 5–6 μm to 12–15 μm, see Fig. S1D) thus
indicating that cell volume decreases. Fig. 3C shows a rather
sharp crossover from rapid to slow growth of cell density (and
corresponding decrease of cell size). This crossover coincides
with the transition in cell morphology illustrated by the comparison
of (A) and (B) in Fig. 3 and separates the “pretransition” and
“posttransition” stages of the contact inhibition process. The pre-
transition transient is characterized by the gradual reduction of
cell motility (Fig. 2) discussed above. The posttransition state is
characterized by the absence of cell rearrangement, except through
cell division. Mitotic rate decreases continuously in the posttransi-
tion stage (see Single Cell Analysis section) leading to arrest of
cell proliferation independent of nutrient renewal. This “arrested”
regime can last for weeks. (We monitored the tissue for 23 d with-
out detecting any significant changes in the area distribution.)
However, the state of proliferation arrest can be readily reversed
by scratching the cell layer to create a free boundary (32), or by
stretching the substrate along with the cell layer.

The morphological transition itself is readily quantified by the
radial distribution function which measures conditional proba-
bility of finding a cell at a given distance from a reference cell
(Fig. 3D). In the pretransition stage, the distribution function
exhibits an exclusion zone at distances comparable to the size of
the nucleus, and is flat for larger distances, indicating a disor-
dered system of nonoverlapping cells. In the posttransition re-
gime, a peak and a trough emerge in the distribution function,
corresponding to nearest and next-nearest neighbors. This indi-
cates an increase in size homogeneity and the appearance of local
ordering of cells within the tissue. Further quantitative character-

ization of the these regimes is provided by single cell tracking and
analysis.

Single Cell Analysis. To further quantify cell behavior in the differ-
ent regimes of tissue growth, we followed individual cells through
the division process. In the free growth regime, each daughter cell
grows back to the size of its mother cell, as shown in Fig. 4A. In
contrast, in both pre- and posttransition regimes mitosis reduces
cell area by approximately a factor of two without subsequent
growth of daughter cells (Fig. 4 A, B). The prevalence of reductive
division is demonstrated in Fig. 4C, which compares measured
areas of mother and daughter cells. Combined area of daughter
cells does not exceed the area of the “mother” cell, independent
of the area of the latter (Fig. 4C, inset). Thus, cells in both the pre-
and posttransition regimes are “incompressible” in the sense that
new cells introduced through cell division do not achieve any ex-
pansion of their area at the expense of their neighbors.

The morphological transition coincides with an approximately
fivefold decrease in the average mitotic rate and a dramatic broad-
ening of the distribution of cell cycle periods (Fig. 4E). Once the
cell division time becomes significantly longer than a day, measur-
ing mitotic rate by tracking individual cells becomes very difficult,
necessitating a different strategy for measuring the dependence of

A B

C D

Fig. 3. Large-scale quantitative characterization of contact inhibition. (A)–
(B) Image segmentation for MDCK cell cultures grown on PDMS. (A) phase-
contrast image of Ecad-GFP MDCK at low cell density. (B) fluorescent image
of Ecad-GFP MDCK at high cell density. Scale bar: 100 μm. (C) Median of cell
area distribution (over a 450 × 336 μm2 field of view) as a function of time
(t ¼ 0 set to the morphological transition). Here MDCK cells were seeded at
uniform density (see Methods) and imaging commenced upon confluency.
Different line colors represent different experiments which are time aligned.
No density change is detectable after 15–18 d. (D) Radial distribution function
of cells at different times across the morphological transition. gðRÞ is the ratio
between the density of cells in a circular annulus distance R from a reference
cell and the average density. The appearance of a peak (and a trough) in the
static posttransitional phase represents increased short range ordering of
cells. t ¼ 0 is defined by the first appearance of the peak: maxðgðRÞÞ > 1.2.

Fig. 4. Single cell level quantification of contact inhibition. (A) and (B) Traces
of single cell area tracked as a function of time. Arrows represent mitosis. (A)
starts below confluence and reaches high density confluence; (B) is in the
posttransition phase. Dashed lines represent temporal averages. (C) Daugh-
ter cell area versus the area of the mother cell. Data represent 96 divisions at
different times for confluent layers. Daughter cell area as the average over
three time points 1 h apart, 12 h after mitosis. Mother vs daughter cell areas
follow the line y ¼ x∕2, plotted in black. (C) Upper inset: Distribution of
daughter cell areas in % of the mother cell area. (C) Lower inset: Deviation
of the total daughter cell area from the mother cell area. (D) Distribution of
cell area in the posttransition regime. Color codes for time. Each distribution
represents the population of (at least 200) cells in the same 336 × 450 μm2

field of view. Cell area is measured by means of computer segmentation
of MDCK-Ecad-GFP fluorescent images (see Fig. 3A). E) Single cell division
times as a function of premitotic area. Different colors represent different
experiments. We note that cell cycle time increases dramatically for cell areas
below 200 μm2. The absence of data below 70 μm2 is due to the difficulty of
tracking single cells in that regime. E) inset: Distribution of division times in
the pretransition regime. F) Division times as a function of cell area inferred
from the dynamics of the PðAÞ functions using Eq. 1 (see Methods). Different
colors represent different experiments. The black line represents average di-
vision time in the pretransition regime. Cell division slows down for cell size
below 200 μm2, consistent with cell tracking measurements shown in E.

Puliafito et al. PNAS ∣ January 17, 2012 ∣ vol. 109 ∣ no. 3 ∣ 741

PH
YS

IC
S

CE
LL

BI
O
LO

G
Y



LETTER
doi:10.1038/nature10984

Live-cell delamination counterbalances epithelial
growth to limit tissue overcrowding
Eliana Marinari1*, Aida Mehonic2*, Scott Curran1, Jonathan Gale3, Thomas Duke2 & Buzz Baum1

The development and maintenance of an epithelium requires
finely balanced rates of growth and cell death. However, the mech-
anical and biochemical mechanisms that ensure proper feedback
control of tissue growth1–4, which when deregulated contribute to
tumorigenesis, are poorly understood. Here we use the fly notum as
a model system5 to identify a novel process of crowding-induced
cell delamination that balances growth to ensure the development
of well-ordered cell packing. In crowded regions of the tissue,
a proportion of cells undergo a serial loss of cell–cell junctions
and a progressive loss of apical area, before being squeezed out
by their neighbours. This path of delamination is recapitulated
by a simple computational model of epithelial mechanics, in which
stochastic cell loss relieves overcrowding as the system tends
towards equilibrium. We show that this process of delamination
is mechanistically distinct from apoptosis-mediated cell extrusion6–8

and precedes the first signs of cell death. Overall, this analysis
reveals a simple mechanism that buffers epithelia against variations
in growth. Because live-cell delamination constitutes a mechanistic
link between epithelial hyperplasia and cell invasion, this is likely to
have important implications for our understanding of the early
stages of cancer development.

To better understand the role of epithelial cell dynamics and
mechanics in the development of a well-ordered tissue, we studied the
refinement of the fly notum5,9 from 12 h after pupariation (AP), as the
tissue undergoes a final process of topological reorganization before
terminal differentiation. The refinement of cell packing in this tissue
occurs largely without concomitant changes in overall tissue form or
size5,9. Using the constitutive expression of E-cadherin–GFP to follow
apical junctional dynamics (Supplementary Movie 1), we observed a
significant level of regionalized epithelial cell delamination in the tissue.
In the midline region, where cells have an anisotropic geometry at 12 h
AP, 32.5 6 13.6% of cells underwent basal delamination, compared with
0.5 6 0.3% of cells in the surrounding tissue (means 6 s.d., n 5 4 pupae)
(Fig. 1c). The pattern of delamination varied between animals, was not
symmetric across the midline, and involved a variable proportion of
cells leaving the tissue both before and after cell division (Fig. 1b). This
rules out a deterministic role for cell lineage, position or developmental
time in delamination, implying that it is a stochastic process. Before the
onset of delamination, cells within the midline of the tissue were 2.7-fold
longer than they were wide when measured along the anterior–posterior
axis of the animal, despite their having similar apical areas
(48.5 6 14.2mm2 in the midline and 51.3 6 12.7mm2 outside the
midline). By 26 h AP, however, midline cells were isotropic in form
and could no longer be distinguished from those in the rest of the
tissue (Fig. 1a). Regionalized delamination therefore accompanies the
topological rearrangement as the tissue tends towards a uniform cell
organization. This suggests a possible role for delamination in the
refinement of this tissue before terminal differentiation.

Although it is not currently known how epithelial growth is regulated
during development or homeostasis, mechanical stresses generated as

1Medical Research Council Laboratory of Molecular Cell Biology, University College London, Gower Street, London WC1E 6BT, UK. 2London Centre for Nanotechnology and Department of Physics and
Astronomy, University College London, Gower Street, London WC1E 6BT, UK. 3UCL Ear Institute, University College London, 332 Gray’s Inn Road, London WC1X 8EE, UK.
*These authors contributed equally to this work.
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Figure 1 | Stochastic cell delamination from crowded regions of a tissue
during normal development. a, E-cadherin–GFP notum at 14 h and 26 h AP.
b, Cells delaminating between 14 h and 26 h AP were coloured according to
their behaviour (see key). c, The percentage of cells delaminating in the midline
(M) and outside the midline (OM), calculated as the ratio between the number
of cells that delaminated in 11 h and the total initial number of cells from four
animals. d, Tissue expressing E-cadherin–GFP and His–RFP (to mark nuclei)
along different planes in z. Midline nuclei are indicated by arrowheads and
those outside the midline by arrows. e, Box plot showing the z-depth of nuclei
centroids in M and OM. The median is represented by horizontal lines; the 75th
and 25th centiles are at the top and bottom of the boxes, respectively.
f, Quantification and kymograph analysis of average initial velocity of vertex
displacement after laser cutting for early pupae (14–16 h AP). Images show the
junction before the cut at 0 s and the kymograph after the cut. Dotted lines
indicate 10 s after cutting. The average initial velocity does not correlate with
junction length (Supplementary Fig. 2b–d). g, Quantification of the average
initial velocity of vertex displacement of single junctions after laser ablation for
late pupae (24–26 h AP). In f and g, n represents 15 cuts for 5 animals. All error
bars indicate s.d. Scale bars, 10mm.
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a consequence of cell proliferation have been proposed to have a func-
tion1,4. Several lines of evidence suggest that cells across the developing
notum are subject to regional differences in forces that could, through
mechanical feedback, lead to local differences in cell behaviour. First, at
14 h AP, nuclei in the midline region are found at variable depths
along the z axis (Fig. 1d, e), whereas nuclei outside the midline lie in
the same confocal plane (Fig. 1d, e). At the same time, cell–cell junc-
tions within the midline region seem convoluted, whereas those out-
side the midline seem taut (Supplementary Fig. 1a). Furthermore,
when junctions are cut with a diffraction limited laser, there is a
threefold difference in the initial velocity of the junctional recoil in
these two regions. Thus, the vertices of severed junctions outside the
midline open with an initial velocity of 0.06 6 0.02mm s21, whereas
vertices in the midline remain relatively unmoved (0.02 6 0.03mm s21;
Fig. 1f and Supplementary Fig. 2a). In contrast, by 26 h AP, when
nuclear and junctional morphology seem homogeneous across the
tissue (Supplementary Fig. 1b), rates of vertex displacement are
similar within the midline (0.12 6 0.06mm s21) and outside it
(0.12 6 0.05mm s21; Fig. 1g and Supplementary Fig. 2a). These differ-
ences in tissue mechanics were confirmed by using different patterns of
laser-induced dissection (Supplementary Figs 3 and 4). Because local
delamination rates correlate with local differences in mechanics across
the tissue, delamination could relieve local overcrowding to help
generate the regular cell packing and uniform tissue mechanics seen
at the end of development.

To test this hypothesis, we used RNA-mediated interference (RNAi)
to determine whether rates of cell delamination are sensitive to
changes in cell crowding. We began by silencing components of the
phosphatidylinositol-3-OH kinase (PI(3)K) and Hippo pathways
(Fig. 2a, b and Supplementary Fig. 5). These treatments increased cell
growth without significantly increasing tissue area, resulting in an
increase in epithelial height and a corresponding increase in the rate
of tissue-wide cell delamination (Fig. 2a–d and Supplementary
Movie 2). Rates of epithelial cell delamination were highest in the
midline and in crowded epithelial folds that formed as the result of
tissue buckling (Fig. 2g). Conversely, rates of midline cell delamination
were significantly decreased when growth and crowding were inhibited
(Fig. 2a–d, f and Supplementary Movies 3 and 4). Moreover, in tissue
expressing high levels of Tsc1 and Tsc2 the decrease in growth was
accompanied by a corresponding increase in junctional tension across
the tissue, measured by vertex displacement after cutting (Fig. 2e), as
expected if crowding affects tissue mechanics. This marked decrease in
the rate of delamination seen in tissues with decreased growth was not
a simple consequence of the accompanying decrease in cell division,
because delamination continued unabated when cell division was
directly inhibited through the depletion of Cdc25/String (Supplemen-
tary Fig. 6 and Supplementary Movie 5). Furthermore, differences in
the rate of delamination could not be explained by growth-induced
changes in developmental timing, because similar results were seen
when we normalized on the basis of the timing of P1 cell divisions
(Supplementary Fig. 7). These data suggest that local tissue mechanics
influence the tendency of cells to delaminate.

To gain insight into the potential role of mechanics in driving cell
delamination within a crowded epithelium, we developed a computa-
tional model of the notum (details in Supplementary Information) in
which the topological organization of cells changed over time as the
result of junctional rearrangements while overall tissue area remained
fixed (Figs 3a and 4a). First, we used the model to test the likely effects
of tissue growth on dynamic cell organization, through the introduc-
tion of a variable crowding parameter c, equal to the ratio of the area
that cells would naturally prefer to occupy relative to the fixed tissue
area (details in Supplementary Information). In simulations, delami-
nation was directly correlated with crowding, such that high c favoured
delamination by forcing cells to compete for limited space (Fig. 3b).
We then examined the effects of cell geometry on delamination by
running simulations in which cells either had an isotropic shape or an

average initial aspect ratio of 2.7:1, to model cells of the notum midline.
This showed that cellular anisotropy promoted delamination (Fig. 3c),
which in turn homogenized cell packing (Figs 1a and 3c). Significantly,
by combining the two factors, crowding and geometry, we were able to
accurately replicate the behaviours of cells within the midline (with
anisotropic geometry and increased crowding) and outside the midline
(isotropic geometry and no growth-induced crowding) using a single
set of fixed parameters (Fig. 3d).

A closer examination of simulations revealed the typical path of cell
delamination. Spontaneous fluctuations in the length of individual
cell–cell junctions cause a subset of cells to suffer a stochastic serial
loss of junctions through neighbour exchange events10,11 (Fig. 3e). The
concomitant progressive loss in apical area results in the removal of
these cells from the simulated tissue. In view of this computational
analysis, when we examined the precise path of cell delamination in the
developing fly notum we identified two mechanistically distinct paths
of delamination. First, we identified a population of cells that leave the
tissue over an extended and variable period of time as they undergo a
consecutive series of neighbour exchange events10,11, accompanied by a
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Figure 2 | Delamination counter-balances tissue growth. a, Average rates of
delamination (n 5 3 pupae) for cells in the midline and outside midline in
control animals, in tissues where growth was increased (p110 PI(3)K, PTEN
RNAi) and in nota with decreased growth (p110 PI(3)K RNAi, Tsc1 and Tsc2).
b, Cells delaminating were coloured according to their behaviour (see inset).
c, xz axis of tissues stained with 49,6-diamidino-2-phenylindole and labelled
phalloidin. d, Average tissue height (n 5 20 different regions from 4 different
pupae). e, Quantification of average initial velocity of vertex displacement after
laser dissection of single junctions in early pupae for tissues expressing Tsc1
and Tsc2, with n representing 15 cuts from 5 pupae. f, Midline geometry for
nota at 14 h AP. g, xy image planes for different z-slices. Delamination is most
prevalent in tissue folds after p110 PI(3)K overexpression (coloured white in
the z projection). All error bars indicate s.d. P values were calculated relative to
the control. Scale bars, 10mm.
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Live-cell delamination counterbalances epithelial
growth to limit tissue overcrowding
Eliana Marinari1*, Aida Mehonic2*, Scott Curran1, Jonathan Gale3, Thomas Duke2 & Buzz Baum1

The development and maintenance of an epithelium requires
finely balanced rates of growth and cell death. However, the mech-
anical and biochemical mechanisms that ensure proper feedback
control of tissue growth1–4, which when deregulated contribute to
tumorigenesis, are poorly understood. Here we use the fly notum as
a model system5 to identify a novel process of crowding-induced
cell delamination that balances growth to ensure the development
of well-ordered cell packing. In crowded regions of the tissue,
a proportion of cells undergo a serial loss of cell–cell junctions
and a progressive loss of apical area, before being squeezed out
by their neighbours. This path of delamination is recapitulated
by a simple computational model of epithelial mechanics, in which
stochastic cell loss relieves overcrowding as the system tends
towards equilibrium. We show that this process of delamination
is mechanistically distinct from apoptosis-mediated cell extrusion6–8

and precedes the first signs of cell death. Overall, this analysis
reveals a simple mechanism that buffers epithelia against variations
in growth. Because live-cell delamination constitutes a mechanistic
link between epithelial hyperplasia and cell invasion, this is likely to
have important implications for our understanding of the early
stages of cancer development.

To better understand the role of epithelial cell dynamics and
mechanics in the development of a well-ordered tissue, we studied the
refinement of the fly notum5,9 from 12 h after pupariation (AP), as the
tissue undergoes a final process of topological reorganization before
terminal differentiation. The refinement of cell packing in this tissue
occurs largely without concomitant changes in overall tissue form or
size5,9. Using the constitutive expression of E-cadherin–GFP to follow
apical junctional dynamics (Supplementary Movie 1), we observed a
significant level of regionalized epithelial cell delamination in the tissue.
In the midline region, where cells have an anisotropic geometry at 12 h
AP, 32.5 6 13.6% of cells underwent basal delamination, compared with
0.5 6 0.3% of cells in the surrounding tissue (means 6 s.d., n 5 4 pupae)
(Fig. 1c). The pattern of delamination varied between animals, was not
symmetric across the midline, and involved a variable proportion of
cells leaving the tissue both before and after cell division (Fig. 1b). This
rules out a deterministic role for cell lineage, position or developmental
time in delamination, implying that it is a stochastic process. Before the
onset of delamination, cells within the midline of the tissue were 2.7-fold
longer than they were wide when measured along the anterior–posterior
axis of the animal, despite their having similar apical areas
(48.5 6 14.2mm2 in the midline and 51.3 6 12.7mm2 outside the
midline). By 26 h AP, however, midline cells were isotropic in form
and could no longer be distinguished from those in the rest of the
tissue (Fig. 1a). Regionalized delamination therefore accompanies the
topological rearrangement as the tissue tends towards a uniform cell
organization. This suggests a possible role for delamination in the
refinement of this tissue before terminal differentiation.

Although it is not currently known how epithelial growth is regulated
during development or homeostasis, mechanical stresses generated as

1Medical Research Council Laboratory of Molecular Cell Biology, University College London, Gower Street, London WC1E 6BT, UK. 2London Centre for Nanotechnology and Department of Physics and
Astronomy, University College London, Gower Street, London WC1E 6BT, UK. 3UCL Ear Institute, University College London, 332 Gray’s Inn Road, London WC1X 8EE, UK.
*These authors contributed equally to this work.
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Figure 1 | Stochastic cell delamination from crowded regions of a tissue
during normal development. a, E-cadherin–GFP notum at 14 h and 26 h AP.
b, Cells delaminating between 14 h and 26 h AP were coloured according to
their behaviour (see key). c, The percentage of cells delaminating in the midline
(M) and outside the midline (OM), calculated as the ratio between the number
of cells that delaminated in 11 h and the total initial number of cells from four
animals. d, Tissue expressing E-cadherin–GFP and His–RFP (to mark nuclei)
along different planes in z. Midline nuclei are indicated by arrowheads and
those outside the midline by arrows. e, Box plot showing the z-depth of nuclei
centroids in M and OM. The median is represented by horizontal lines; the 75th
and 25th centiles are at the top and bottom of the boxes, respectively.
f, Quantification and kymograph analysis of average initial velocity of vertex
displacement after laser cutting for early pupae (14–16 h AP). Images show the
junction before the cut at 0 s and the kymograph after the cut. Dotted lines
indicate 10 s after cutting. The average initial velocity does not correlate with
junction length (Supplementary Fig. 2b–d). g, Quantification of the average
initial velocity of vertex displacement of single junctions after laser ablation for
late pupae (24–26 h AP). In f and g, n represents 15 cuts for 5 animals. All error
bars indicate s.d. Scale bars, 10mm.
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Crowding induces live cell extrusion to maintain
homeostatic cell numbers in epithelia
George T. Eisenhoffer1*, Patrick D. Loftus1*, Masaaki Yoshigi2, Hideo Otsuna3, Chi-Bin Chien3, Paul A. Morcos4 & Jody Rosenblatt1

For an epithelium to provide a protective barrier, it must maintain
homeostatic cell numbers by matching the number of dividing cells
with the number of dying cells. Although compensatory cell division
can be triggered by dying cells1–3, it is unknown how cell death might
relieve overcrowding due to proliferation. When we trigger apoptosis
in epithelia, dying cells are extruded to preserve a functional barrier4.
Extrusion occurs by cells destined to die signalling to surrounding
epithelial cells to contract an actomyosin ring that squeezes the dying
cell out4–6. However, it is not clear what drives cell death during
normal homeostasis. Here we show in human, canine and zebrafish
cells that overcrowding due to proliferation and migration induces
extrusion of live cells to control epithelial cell numbers. Extrusion of
live cells occurs at sites where the highest crowding occurs in vivo and
can be induced by experimentally overcrowding monolayers in vitro.
Like apoptotic cell extrusion, live cell extrusion resulting from
overcrowding also requires sphingosine 1-phosphate signalling
and Rho-kinase-dependent myosin contraction, but is distinguished
by signalling through stretch-activated channels. Moreover, disrup-
tion of a stretch-activated channel, Piezo1, in zebrafish prevents
extrusion and leads to the formation of epithelial cell masses. Our
findings reveal that during homeostatic turnover, growth and
division of epithelial cells on a confined substratum cause over-
crowding that leads to their extrusion and consequent death owing
to the loss of survival factors. These results suggest that live cell
extrusion could be a tumour-suppressive mechanism that prevents
the accumulation of excess epithelial cells.

To examine how cells are eliminated during homeostasis, we
immunostained human colon tissues, developing zebrafish epidermises,
and cultured Madin–Darby canine kidney (MDCK) epithelial cells for
active caspase-3 to identify apoptotic cells, and actin and DNA to
highlight cell borders and extrusion4,6. Surprisingly, we found that
predominantly caspase-negative cells extrude from the surfaces of
colon epithelia (80%, n 5 46 extruding cells), from zebrafish epidermis
(88%, n 5 160 extruding cells in three experiments), and from over-
grown monolayers in culture (67%, n 5 300 extruding cells in three
experiments; Fig. 1a, b, d, e, g, h). By contrast, extrusions resulting from
inducing apoptosis in zebrafish with G418 or cultured monolayers
with ultraviolet-C were almost exclusively caspase-3 positive6. These
findings suggest that during homeostasis and development, live rather
than dead cells are eliminated by extrusion. Similar live cell extrusions
have been observed during mammary gland involution7. Because these
non-apoptotic in vivo extrusions looked identical to apoptotic extru-
sion, we hypothesized that the extrusion pathway operates in two
diverging manners: one to maintain homeostatic cell numbers in
epithelia and the other to remove apoptotic/damaged cells.

When quantifying extrusion in both adult human colon and
developing zebrafish epidermis, we noticed that extrusions occurred
predominantly at the fin edges and colon surfaces, where cell densities
were highest (1.7- and 1.8-fold higher than fin centre or crypt side

(Supplementary Fig. 1a, b), respectively, indicated by yellow cells in
Fig. 1c, f). Extrusion zones were also more curved in vivo; yet, because
they occurred most frequently in regions with higher cell density (1.8-
fold) compared to proliferative regions in flat cell culture monolayers
(Fig. 1i and Supplementary Fig. 1c), we decided to experimentally test
if overcrowding strain could induce cells to extrude.

To simulate overcrowding observed in vivo, we grew MDCK cells to
confluence on a silicone membrane stretched to 28% of its original
length and then released it from stretch (Fig. 2a). Within 30 min after
release, the number of cells per 100mm2 increased 1.3-fold, from
112 6 5 to 144 6 4 (Fig. 2b–f). ZO-1 and b-catenin staining confirmed
that tight and adherens junctions were still intact and that the average
cell diameter had decreased by 30 min after crowding (Fig. 2g–i and
Supplementary Fig. 2). Moreover, crowded monolayers maintained
adhesion to Cy-5-labelled fibronectin-coated membranes (Fig. 2j). By
6 h after crowding, the number of cells per field equilibrated to pre-
release levels (110 6 10 cells per 100mm2, see Fig. 2e, f), indicating that
MDCK epithelia eliminate cells to achieve homeostatic cell numbers.

1Department of Oncological Sciences, Huntsman Cancer Institute, University of Utah, 2000 Circle of Hope Drive, Salt Lake City, Utah 84112, USA. 2Department of Pediatrics, University of Utah, 295 Chipeta
Way RM 2S010, Salt Lake City, Utah 84108, USA. 3Department of Neurobiology and Anatomy, University of Utah, 401 MREB, 20N 1900E, Salt Lake City, Utah 84132, USA. 4Gene Tools, LLC, 1001
Summerton Way, Philmath, Oregon 97370, USA.
*These authors contributed equally to this work.
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A fundamental and unresolved problem in animal development is
the question of how a growing tissue knows when it has achieved
its correct final size. A widely held view suggests that this process
is controlled by morphogen gradients, which adapt to tissue size
and become flatter as tissue grows, leading eventually to growth
arrest. Here, we present evidence that the decapentaplegic (Dpp)
morphogen distribution in the developing Drosophila wing imag-
inal disk does not adapt to disk size. We measure the distribution
of a functional Dpp-GFP transgene and the Dpp signal transduced
by phospho-Mad and show that the characteristic length scale of
the Dpp profile remains approximately constant during growth.
This finding suggests an alternative scenario of size determination,
where disk size is determined relative to the fixed morphogen
distribution by a certain threshold level of morphogen required for
growth. We propose that when disk boundary reaches the thresh-
old the arrest of cell proliferation throughout the disk is induced by
mechanical stress in the tissue. Mechanical stress is expected to
arise from the nonuniformity of morphogen distribution that
drives growth. This stress, through a negative feedback on growth,
can compensate for the nonuniformity of morphogen, achieving
uniform growth with the rate that vanishes when disk boundary
reaches the threshold. The mechanism is demonstrated through
computer simulations of a tissue growth model that identifies the
key assumptions and testable predictions. This analysis provides an
alternative hypothesis for the size determination process. Novel
experimental approaches will be needed to test this model.

growth regulation ! imaginal disc ! mechanics

Two fundamental processes must occur concurrently in tissues
during animal development. First, tissues must grow rapidly

to generate the final adult size of the organism. When the final
size is achieved, all cells in the tissue must know to stop growing
and dividing. Second, tissues need to be specified and patterned
with each cell adopting the appropriate fate and gene expression
profile for its position. These processes need to be coordinated.
The spatial patterning aspect of tissue development has been
well studied and characterized, with morphogen gradients
thought to be playing a central role (reviewed in refs. 1–5). How
tissue growth is controlled and how these two processes are
coordinated, however, remain largely unanswered questions.

Drosophila imaginal discs have provided a useful model for the
analysis of concurrent tissue patterning and growth control.
Wing imaginal discs, for instance, originate as a group of !50
cells attached to the inside of the larval epidermis (6, 7). After
a 30-h quiescent period, these cells start dividing and follow a
sigmoidal growth curve, averaging a cell division every 8.5 h (8).
Cell division is unsynchronized and appears to be stochastic,
occurring on average uniformly throughout the disk (9). Toward
the end of third instar a stripe of cells along the DV boundary
arrests its cell cycle forming a zone of nonproliferation (10, 11).
Other cells continue to proliferate until the time when all cell
division throughout the disk stops almost simultaneously (8). At
this point, the disk comprises !50,000 cells and is to a large
extent patterned and fully grown, with only two net cell-size
reduction divisions to follow in the early pupal stage.

The structure of the adult wing is determined by the spatial
pattern of gene expression in the imaginal disk. Disk pattern is
specified by morphogen gradients, with a decapentaplegic (Dpp)
determining pattern along the anterior-posterior (AP) axis and
Wingless (Wg) patterning the dorso-ventral axis (reviewed in ref.
12). Both of these morphogens were found to be required for cell
survival and proliferation in the disk (13–15). The details of how
morphogens control growth are still being elucidated (16).
However, the fact that the same two morphogens regulate
patterning and growth of the discs is highly suggestive from the
point of view of coordinating the two processes.

There are two main mechanisms controlling final size of
imaginal discs in the fly. The first is a disk-intrinsic mechanism
in which each disk assesses its size and arrests growth when the
appropriate size is achieved. The second mechanism is an
organismal, hormonal one in which growth is arrested in the
entire animal in response to environmental stress conditions
such as nutrient withdrawal (mimicked molecularly by manipu-
lation of the insulin signaling pathway as in ref. 17). Our work
here focuses on the disk-intrinsic size determination.

A number of models have been proposed to explain tissue
growth control. One class of models is based on the idea that cells
posses ‘‘positional values,’’ which vary monotonically throughout
the tissue and serve as a cell’s spatial coordinate (18–21). The
molecular identity of this positional value is unknown, but the
positional value is assumed to be a permanent attribute of a cell,
fixed upon cell’s birth to a value interpolating those of neigh-
boring cells. As the tissue grows, new cells intercalate in between
the existing ones, gradually decreasing the positional value
differential of neighboring cells until it falls below a certain
threshold, whereupon growth is assumed to stop (21). However,
experiments in which cells of disparate positional values have
been experimentally juxtaposed (e.g., clones of cells in which the
Dpp signal transduction pathway is active in lateral positions;
refs. 22 and 23) produced results incompatible with the idea that
intercalation of positional values drives growth of the wing disk.

As an alternative to intercalation of positional values, Day and
Lawrence (24) have suggested that size might be controlled by
the gradient of morphogen itself. This model assumes that (i) cell
division is driven by the slope of morphogen profile, or the
morphogen gradient in the mathematical sense of the latter term
and (ii) that the slope of the morphogen profile is determined by
disk size, so that increasing disk size leads to reduction of the
gradient. Cessation of growth would then occur when the slope
of the morphogen profile falls below the minimal level required
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A fundamental and unresolved problem in animal development is
the question of how a growing tissue knows when it has achieved
its correct final size. A widely held view suggests that this process
is controlled by morphogen gradients, which adapt to tissue size
and become flatter as tissue grows, leading eventually to growth
arrest. Here, we present evidence that the decapentaplegic (Dpp)
morphogen distribution in the developing Drosophila wing imag-
inal disk does not adapt to disk size. We measure the distribution
of a functional Dpp-GFP transgene and the Dpp signal transduced
by phospho-Mad and show that the characteristic length scale of
the Dpp profile remains approximately constant during growth.
This finding suggests an alternative scenario of size determination,
where disk size is determined relative to the fixed morphogen
distribution by a certain threshold level of morphogen required for
growth. We propose that when disk boundary reaches the thresh-
old the arrest of cell proliferation throughout the disk is induced by
mechanical stress in the tissue. Mechanical stress is expected to
arise from the nonuniformity of morphogen distribution that
drives growth. This stress, through a negative feedback on growth,
can compensate for the nonuniformity of morphogen, achieving
uniform growth with the rate that vanishes when disk boundary
reaches the threshold. The mechanism is demonstrated through
computer simulations of a tissue growth model that identifies the
key assumptions and testable predictions. This analysis provides an
alternative hypothesis for the size determination process. Novel
experimental approaches will be needed to test this model.

growth regulation ! imaginal disc ! mechanics

Two fundamental processes must occur concurrently in tissues
during animal development. First, tissues must grow rapidly

to generate the final adult size of the organism. When the final
size is achieved, all cells in the tissue must know to stop growing
and dividing. Second, tissues need to be specified and patterned
with each cell adopting the appropriate fate and gene expression
profile for its position. These processes need to be coordinated.
The spatial patterning aspect of tissue development has been
well studied and characterized, with morphogen gradients
thought to be playing a central role (reviewed in refs. 1–5). How
tissue growth is controlled and how these two processes are
coordinated, however, remain largely unanswered questions.

Drosophila imaginal discs have provided a useful model for the
analysis of concurrent tissue patterning and growth control.
Wing imaginal discs, for instance, originate as a group of !50
cells attached to the inside of the larval epidermis (6, 7). After
a 30-h quiescent period, these cells start dividing and follow a
sigmoidal growth curve, averaging a cell division every 8.5 h (8).
Cell division is unsynchronized and appears to be stochastic,
occurring on average uniformly throughout the disk (9). Toward
the end of third instar a stripe of cells along the DV boundary
arrests its cell cycle forming a zone of nonproliferation (10, 11).
Other cells continue to proliferate until the time when all cell
division throughout the disk stops almost simultaneously (8). At
this point, the disk comprises !50,000 cells and is to a large
extent patterned and fully grown, with only two net cell-size
reduction divisions to follow in the early pupal stage.

The structure of the adult wing is determined by the spatial
pattern of gene expression in the imaginal disk. Disk pattern is
specified by morphogen gradients, with a decapentaplegic (Dpp)
determining pattern along the anterior-posterior (AP) axis and
Wingless (Wg) patterning the dorso-ventral axis (reviewed in ref.
12). Both of these morphogens were found to be required for cell
survival and proliferation in the disk (13–15). The details of how
morphogens control growth are still being elucidated (16).
However, the fact that the same two morphogens regulate
patterning and growth of the discs is highly suggestive from the
point of view of coordinating the two processes.

There are two main mechanisms controlling final size of
imaginal discs in the fly. The first is a disk-intrinsic mechanism
in which each disk assesses its size and arrests growth when the
appropriate size is achieved. The second mechanism is an
organismal, hormonal one in which growth is arrested in the
entire animal in response to environmental stress conditions
such as nutrient withdrawal (mimicked molecularly by manipu-
lation of the insulin signaling pathway as in ref. 17). Our work
here focuses on the disk-intrinsic size determination.

A number of models have been proposed to explain tissue
growth control. One class of models is based on the idea that cells
posses ‘‘positional values,’’ which vary monotonically throughout
the tissue and serve as a cell’s spatial coordinate (18–21). The
molecular identity of this positional value is unknown, but the
positional value is assumed to be a permanent attribute of a cell,
fixed upon cell’s birth to a value interpolating those of neigh-
boring cells. As the tissue grows, new cells intercalate in between
the existing ones, gradually decreasing the positional value
differential of neighboring cells until it falls below a certain
threshold, whereupon growth is assumed to stop (21). However,
experiments in which cells of disparate positional values have
been experimentally juxtaposed (e.g., clones of cells in which the
Dpp signal transduction pathway is active in lateral positions;
refs. 22 and 23) produced results incompatible with the idea that
intercalation of positional values drives growth of the wing disk.

As an alternative to intercalation of positional values, Day and
Lawrence (24) have suggested that size might be controlled by
the gradient of morphogen itself. This model assumes that (i) cell
division is driven by the slope of morphogen profile, or the
morphogen gradient in the mathematical sense of the latter term
and (ii) that the slope of the morphogen profile is determined by
disk size, so that increasing disk size leads to reduction of the
gradient. Cessation of growth would then occur when the slope
of the morphogen profile falls below the minimal level required
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reduction of cell area and increase in its height, the latter
deformation providing a ‘‘visualization’’ of the corresponding
uniaxial stress. The simulation will determine these stresses and
deformations and implement cell growth in accordance with Eq.
1. The mechanical equilibrium corresponds to minimizing the
total energy:

E!ri, !"" # !
"
"$" % a!V" & V0"

2

% b !
'#(!""

!!" & !'"2 % c!!" & 1"2#, [2]

where $", V", and !" denote the perimeter, volume, and the
height of cell ", respectively. Cell volume is V" # A"!", where A"

is the cell area, which like the perimeter of a cell, is determined
by the position, ri, of its vertices. This mechanical energy is
minimized when the actual volume of each cell is close to its
intrinsic volume$ V0, while minimizing cell perimeter and the
height differences between neighboring cells. The surface
tension-like perimeter term represents the cytoskeletal tension
(39, 40). (Because only the relative size of different contributions
matter, we have set the prefactor of the perimeter term to one.)
Parameter a controls deviations of cell volume from V0, while b
imposes a penalty on the variation of cell height !" between
adjacent cells [labeled by v(")]. Parameter c controls deviations
of cell height from its unstressed value, which without loss of
generality can be set to one. Minimization of E with respect to
ri and !" determines cell positions and deformations and corre-
sponding local stresses. In particular, the uniaxial compression of
the cell, p", which by our assumption affects cell proliferation, is
proportional to !" $ 1 and is therefore directly obtained from the
minimization of E. Tissue growth is implemented by dividing
cells chosen at random with probability proportional to )"

defined by Eq. 1. Because deformation !" $ 1 and stress p" are
proportional to each other, we replace p" in the parameterization
of ) by !" (see Methods), which simplifies the computation and
the visualization of the results. Each cell division is followed by
minimizing E, so that daughter cells approach the fixed ‘‘adult’’
cell volume in a single relaxation step after division. The
implementation of cell growth and division dynamics is de-
scribed in detail in SI Text.

In Fig. 4 A–I we present simulated disk growth driven by a
static axial morphogen gradient of the form M(r) # me$r/*, so
chosen for the sake of simplicity. Generalization to a more
realistic dual morphogen gradient with two orthogonal axes is
straightforward (and could be used to account for the shape of
the disk). Fig. 4 A–C shows how compression builds up in the
center of the disk as growth progresses and tension builds up at
the periphery. Fig. 4 D–F shows that despite the nonuniform
distribution of morphogen cell division events are distributed
approximately uniformly throughout the disk. Fig. 4 G–I gives
the distribution of ‘‘operating points’’ (M", !") for individual cells
at different times during the simulation and show that they
cluster along the constant growth lines in the (M, !) plane as
expected on the basis of the feedback argument. As the disk
grows, its rate of growth slows down (compare Fig. 4 G and H)
until in Fig. 4I we see that distribution has shifted essentially to
the zero growth region corresponding to the arrest of growth
throughout the disk. Fig. 4J shows time courses of disk growth
from several simulations. Because cell division is stochastic, each
realization produces a different time course. Interestingly, the
coefficient of variation (Fig. 4J Inset) for the final size is much

smaller than fluctuations at any fixed time during growth. Fig. 4K
presents the average rate of cell division as a function of distance
from the center and proves that proliferation is indeed uniform
throughout the disk. Fig. 4L explores how the final size of the
disk depends on the morphogen scale and other relevant pa-
rameters such as morphogen level m and the strength of me-

$The model can be readily generalized to include a realistic time dependence of the intrinsic
volume corresponding to the gradual growth of cell mass.
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Fig. 4. Numerical simulation of the mechanical feedback model of disk size
determination. (A–C) Snapshots of the simulated growth at different times with
A corresponding to the start of the simulation, B the intermediate time, and C
close to cessation of growth. Color code indicates layer deformation with red
corresponding to lateral compression (! $ 1 % 0) and blue corresponding to
tension (! $ 1 % 0). (D–F) Shown (green) is the level of morphogen M(r) peaked
at its source cell. Cells that are about to divide are marked red (this is intended to
emulate BrdU staining of mitotic cells). Note that cell proliferation is approxi-
mately uniform throughout the disk as is the case for in vivo observations (61, 62).
This uniformization of growth is a result of the mechanical feedback mediated by
the build-up of compression (as seen in A–C), which compensates for the excess
of morphogen in the central region. Shortly after the disk expands beyond the
range where morphogen is above threshold, the build-up of stress arrests growth
throughout the disk (F). (G–I) Shown is the distribution of cells in the (M, !)
parameter plane at three different times corresponding to A–C). Also shown
(white) are the lines of constant rate of growth. Note that cells cluster along the
lines of constant growth rate, which decreases with time and is close to zero in I,
whichcorresponds togrowtharrest. (J) Totalnumberofcellsasa functionof time
for 20 different runs of simulated disk growth (as shown in A–C). Note that rms
fluctuations are significant early during growth but are reduced by the time of
growth arrest as shown in G Inset. (K) Probability of cell division at distance r from
the morphogen source. Linear dependence on r corresponds to uniform growth.
Different traces correspond to different times with blue just before growth
arrest. The uniformity of growth is a consequence of the mechanical feedback
used in the simulation. (L) Disk size as a function of growth parameters. Average
final diameter of the disk versus *, the characteristic length scale of morphogen,
for different values of the morphogen level, m, and the strength of mechanical
feedback, q. Blue corresponds to the (m, q) values (see Methods) used in the
simulation in A–F); black corresponds to ‘‘overexpressed’’ morphogen (2m, q),
which leads to larger discs; red corresponds to increased feedback (m, 2q), which
decreases disk size. Note that disk size scales with the morphogen length scale *.
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reduction of cell area and increase in its height, the latter
deformation providing a ‘‘visualization’’ of the corresponding
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deformations and implement cell growth in accordance with Eq.
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of ) by !" (see Methods), which simplifies the computation and
the visualization of the results. Each cell division is followed by
minimizing E, so that daughter cells approach the fixed ‘‘adult’’
cell volume in a single relaxation step after division. The
implementation of cell growth and division dynamics is de-
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chosen for the sake of simplicity. Generalization to a more
realistic dual morphogen gradient with two orthogonal axes is
straightforward (and could be used to account for the shape of
the disk). Fig. 4 A–C shows how compression builds up in the
center of the disk as growth progresses and tension builds up at
the periphery. Fig. 4 D–F shows that despite the nonuniform
distribution of morphogen cell division events are distributed
approximately uniformly throughout the disk. Fig. 4 G–I gives
the distribution of ‘‘operating points’’ (M", !") for individual cells
at different times during the simulation and show that they
cluster along the constant growth lines in the (M, !) plane as
expected on the basis of the feedback argument. As the disk
grows, its rate of growth slows down (compare Fig. 4 G and H)
until in Fig. 4I we see that distribution has shifted essentially to
the zero growth region corresponding to the arrest of growth
throughout the disk. Fig. 4J shows time courses of disk growth
from several simulations. Because cell division is stochastic, each
realization produces a different time course. Interestingly, the
coefficient of variation (Fig. 4J Inset) for the final size is much

smaller than fluctuations at any fixed time during growth. Fig. 4K
presents the average rate of cell division as a function of distance
from the center and proves that proliferation is indeed uniform
throughout the disk. Fig. 4L explores how the final size of the
disk depends on the morphogen scale and other relevant pa-
rameters such as morphogen level m and the strength of me-
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Fig. 4. Numerical simulation of the mechanical feedback model of disk size
determination. (A–C) Snapshots of the simulated growth at different times with
A corresponding to the start of the simulation, B the intermediate time, and C
close to cessation of growth. Color code indicates layer deformation with red
corresponding to lateral compression (! $ 1 % 0) and blue corresponding to
tension (! $ 1 % 0). (D–F) Shown (green) is the level of morphogen M(r) peaked
at its source cell. Cells that are about to divide are marked red (this is intended to
emulate BrdU staining of mitotic cells). Note that cell proliferation is approxi-
mately uniform throughout the disk as is the case for in vivo observations (61, 62).
This uniformization of growth is a result of the mechanical feedback mediated by
the build-up of compression (as seen in A–C), which compensates for the excess
of morphogen in the central region. Shortly after the disk expands beyond the
range where morphogen is above threshold, the build-up of stress arrests growth
throughout the disk (F). (G–I) Shown is the distribution of cells in the (M, !)
parameter plane at three different times corresponding to A–C). Also shown
(white) are the lines of constant rate of growth. Note that cells cluster along the
lines of constant growth rate, which decreases with time and is close to zero in I,
whichcorresponds togrowtharrest. (J) Totalnumberofcellsasa functionof time
for 20 different runs of simulated disk growth (as shown in A–C). Note that rms
fluctuations are significant early during growth but are reduced by the time of
growth arrest as shown in G Inset. (K) Probability of cell division at distance r from
the morphogen source. Linear dependence on r corresponds to uniform growth.
Different traces correspond to different times with blue just before growth
arrest. The uniformity of growth is a consequence of the mechanical feedback
used in the simulation. (L) Disk size as a function of growth parameters. Average
final diameter of the disk versus *, the characteristic length scale of morphogen,
for different values of the morphogen level, m, and the strength of mechanical
feedback, q. Blue corresponds to the (m, q) values (see Methods) used in the
simulation in A–F); black corresponds to ‘‘overexpressed’’ morphogen (2m, q),
which leads to larger discs; red corresponds to increased feedback (m, 2q), which
decreases disk size. Note that disk size scales with the morphogen length scale *.
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Proliferation rate depends on morphogen levels and on local stress  

Growth stops in the disc center as a result of compression, and at 
the edges as a result of low morphogen levels
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INTRODUCTION
Despite considerable research in the area, the issue of how organ
size is regulated remains unanswered. A commonly used model
system to study this is the wing imaginal disc of Drosophila. This
is a larval structure that develops into the adult wing during
metamorphosis. The size of the wing imaginal disc largely
predetermines the size of the final wing (Day and Lawrence, 2000).
Disc size appears to be regulated autonomously, as transplants into
the female abdomen stop growing when they reach their normal
final size (Bryant and Levinson, 1985; Jursnich et al., 1990).

Size regulation is tightly coupled to pattern formation, as major
patterning genes are also involved in growth regulation. The most
important patterning genes in the wing primordium encode the
morphogens Decapentaplegic (Dpp) and Wingless (Wg) (Fig. 1B).
Dpp forms a gradient with highest concentrations along the
anteroposterior compartment boundary and lowest concentrations
in the lateral regions (Basler and Struhl, 1994; Entchev et al., 2000;
Posakony et al., 1990; Tabata and Kornberg, 1994; Teleman and
Cohen, 2000), whereas Wg forms a gradient perpendicular to the
Dpp gradient with the highest concentrations at the dorsoventral
compartment boundary (Neumann and Cohen, 1997; Strigini and
Cohen, 2000; Zecca et al., 1996) (Fig. 1B). Removing either of
these morphogens leads to a severe reduction of wing disc growth
(Couso et al., 1994; Neumann and Cohen, 1996a; Ng et al., 1996;
Spencer et al., 1982). Notch (N) and Vestigial (Vg) are two other
proteins that are involved in both patterning and growth. N is

activated at the dorsoventral boundary, where it has been shown to
induce growth directly (Baonza and Garcia-Bellido, 2000; Go et
al., 1998). Moreover, it promotes growth indirectly by inducing wg
and vg expression (Couso et al., 1995; Diaz-Benjumea and Cohen,
1995; Kim et al., 1995; Klein and Arias, 1998; Rulifson and Blair,
1995). vg is regulated by two enhancers, the boundary enhancer
(BE) and the quadrant enhancer (QE). BE is induced by N activity,
whereas QE is (indirectly) inhibited by the N and induced by the
Dpp and Wg signaling pathways (Certel et al., 2000; Kim et al.,
1996; Neumann and Cohen, 1996b; Williams et al., 1994; Zecca
and Struhl, 2007b) (Fig. 1A). Vg is crucial for the establishment of
wing identity and vg-null mutants show severely reduced wing disc
growth and do not form an adult wing blade (Williams et al., 1991).

Even though it is well established that patterning genes play an
important role in growth regulation, it is not known how this is
achieved and how growth termination is regulated. Several
mechanisms have been proposed in this context.

It has been proposed that a sufficiently steep morphogen
concentration gradient induces growth (Bohn, 1976; French et al.,
1976). For the wing disc, it has been proposed that the Dpp gradient
plays such a role (Day and Lawrence, 2000; Rogulja and Irvine,
2005), and is involved in size regulation (Day and Lawrence, 2000).
In the most basic model, it is assumed that the Dpp concentrations
are fixed at the anteroposterior boundary and at the most lateral edge
of the disc. During growth, the Dpp concentration gradient decreases.
Growth stops once the magnitude of the gradient drops below a
specific threshold value (Day and Lawrence, 2000). On a molecular
level, there is evidence suggesting that the Dpp gradient is converted
into opposing gradients of Four-jointed (Fj) and Dachsous (Ds)
(Rogulja et al., 2008). Concentration differences of Fj and Ds have,
in turn, been shown to control the growth regulating hippo pathway
by changing the intracellular localization of the atypical myosin
Dachs (D). This then leads to activation of the protein Yorkie (Yki),
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SUMMARY
The regulation of organ size constitutes a major unsolved question in developmental biology. The wing imaginal disc of Drosophila
serves as a widely used model system to study this question. Several mechanisms have been proposed to have an impact on final
size, but they are either contradicted by experimental data or they cannot explain a number of key experimental observations and
may thus be missing crucial elements. We have modeled a regulatory network that integrates the experimentally confirmed
molecular interactions underlying other available models. Furthermore, the network includes hypothetical interactions between
mechanical forces and specific growth regulators, leading to a size regulation mechanism that conceptually combines elements of
existing models, and can be understood in terms of a compression gradient model. According to this model, compression increases
in the center of the disc during growth. Growth stops once compression levels in the disc center reach a certain threshold and the
compression gradient drops below a certain level in the rest of the disc. Our model can account for growth termination as well as
for the paradoxical observation that growth occurs uniformly in the presence of a growth factor gradient and non-uniformly in the
presence of a uniform growth factor distribution. Furthermore, it can account for other experimental observations that argue either
in favor or against other models. The model also makes specific predictions about the distribution of cell shape and size in the
developing disc, which we were able to confirm experimentally.

KEY WORDS: Drosophila, Computer simulations, Growth regulation, Mechanical forces, Wing imaginal disc

Integrating force-sensing and signaling pathways in a model
for the regulation of wing imaginal disc size
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Christof M. Aegerter3 and Konrad Basler1,*3228

further by the presence of the peripodial membrane, a thin

epithelial layer that lies on top of the wing pouch. We therefore

further developed open source software in order to facilitate this

analysis (supplementary material Fig. S1).

In order to assess whether there is initially no cell area gradient

present, we analyzed discs in which the ring of wg expression has

not yet formed. These discs show, on average, a shallow cell area

gradient, but there is considerable variation (Fig. 6D). Two out of

three discs do not show a significant positive correlation between

relative distance from the center of the pouch and cell area (P�0.9

and P�1.0, respectively, Spearman’s rank), whereas one disc does

show a significant correlation (P<0.001). One of the former discs

even shows a negative correlation (P<0.05). At the mid-third instar

stage, the discs show a much steeper gradient (Fig. 6E) and there is

indeed a highly significant correlation between relative distance from

the center and cell area (P<10
–5

for each disc). At the late third instar

stage, the gradient is less steep (Fig. 6F), but the correlations are still

highly significant (P<10
–5

for each disc) and the variation among

discs is smallest at this stage. Thus, the observed changes of the area

gradient are similar to the ones predicted.

In addition to the formation of a cell area gradient, the model

also predicts a concurrent tangential elongation of peripheral cells.

As shown in supplementary material Fig. S5, the elongation

direction of cells in young discs is almost random, whereas

peripheral cells in later discs are preferentially elongated in the

tangential direction. Even though the experimentally observed

pattern seems to be more complex owing to the presence of

compartment boundaries, the general trend in observed elongation

directions is similar to that predicted.

DISCUSSION
We present a new model for the regulation of wing disc size. The

model contains a rather complex regulatory network, which

consists of a considerable number of interactions, receives non-

uniform input of protein activities, and interacts with a mechanical

stress pattern that emerges over time and space. Nevertheless, a

qualitative understanding can be gained by considering it in terms

of a compression gradient model. During growth, compression

increases in the center of the disc. Growth ceases when

compression in the center reaches a certain threshold and the
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Fig. 6. Comparison of predicted and measured cell area distributions. (A-C)�Our model predicts an initial build-up of a cell area gradient
(A,B), which is flattened at later stages (C). (D,F)�Initial conditions (A) are compared with wing discs in which the ring of wg expression has not yet
formed (D), and final simulated distributions (C) are compared with late third instar discs (F). (E)�The pouches of the mid third instar discs contain
about one quarter the number of cells of those in the late third instar and are compared with simulated discs (B) that contain roughly the same
factor-less cells than the final simulated disc. Average results ±s.e.m. of three discs are shown. Dotted lines are linear least square fits through the
means. For better comparison of the different stages, the length of the x-axis was scaled with the square root of the area of the late respective
discs. Cells were colored according to their area, ranging from 0 to 1.3 a.u.2 for the simulated and from 0 to 16��m2 for the experimental discs.
Images were scaled such that the average cell areas of later simulated and experimental discs are approximately the same. Gray cells are in mitosis
and were excluded from the analysis. The initial conditions of the model consist of hexagons only. In this case, cell areas obtained by the simulation
are larger than in the case of irregular polygon numbers (~0.5 a.u.2).

Growth stops in the disc center as a result of compression, and at 
the edges as a result of a compression gradient sensed by Fat/Ds



What are the molecular readouts of compression - does the 
Fat pathway mediate compression-induced growth inhibition? 

Some questions about growth control....

Dachs, Merlin and Expanded at cytoskeletally associated.
Yorkie is homologous to YAP-TAZ, which mediates 
mechanotransductive signals in mammals  



Patterns of anisotropic cell shapes in the wing disc

How do local variations in mechanical properties of cells 
influence global growth patterns?  

elongated isotropic large small

Some questions about growth control....



How would mechanical growth control mechanisms scale in 
different organs? 
 
or to give different wing sizes under different temperatures 
and nutritional conditions? 

Some questions about growth control....

well fed            poorly fed

low temperature            high temperature

high oxygen            low oxygen



Ring gland
ecdysteroids

Brain  Gut

Fat body

Dilp producing
neurons

PTTH producing
neurons

 Imaginal Discs

Ring gland
ecdysteroids, 
juveline hormone,
 AKH

 Gut

Fat bodyDilp 
neurons

PTTH 
neurons

 Imaginal Discs

Disc growth and growth termination are 
controlled by a network of inter-organ signaling



Adult body size depends on the length of 
the terminal growth phase

The larval growth phase is 
terminated by a pulse of ecdysone

When larvae reach critical size, 
they become committed to 
pupariate (before that starvation 
arrests development)

Nutritional state after critical 
weight regulates the amount of 
disc growth through insulin 
signaling



Drosophila have 8 Insulin/IGF-like peptides and 
one Insulin receptor



A Fat Body-Derived IGF-like Peptide Regulates Postfeeding Growth in 
Drosophila
Naoki Okamoto,1,4 Naoki Yamanaka,2,4 Yoshimasa Yagi,1 Yasuyoshi Nishida,1 Hiroshi Kataoka,3 Michael B. O’Connor,2 and Akira Mizoguchi1,*

Maija Slaidina,1 Re ́ nald Delanoue,1 Sebastian Gronke,2 Linda Partridge,2 and Pierre Le ́ opold1,*

A Drosophila Insulin-like Peptide Promotes Growth during Nonfeeding States

Dilps 2,3, and 5 regulate growth
 precritical weight 

Fat body
Dilp 6 regulates disc growth

 after feeding stops (and during 
starvation)

An evolutionarily conserved function of the Drosophila insulin receptor and insulin-
like peptides in growth control
Walter Brogiolo*, Hugo Stocker*, Tomoatsu Ikeya*, Felix Rintelen*, Rafael Fernandez† and Ernst Hafen*

Different Dilps regulate disc growth under 
different conditions



Multiple signals regulate ecdysone production 

Ring gland
ecdysteroids

Brain  Gut

Fat body

Dilp producing
neurons

PTTH producing
neurons

 Imaginal Discs

Dilp8

PTTH

Dilp 1,2,3,5

Ecdysone

Metamorphosis

Systemic
Hedghog

Hypoxia via NO

Ecdysone production by the ring gland 
terminates growth and initiates metamorphosis



Julien Colombani,* Ditte S. Andersen,*† Pierre Léopold†
2012, SCIENCE

Andres Garelli,* Alisson M. Gontijo,* Veronica Miguela, Esther Caparros, Maria Dominguez†
2012, SCIENCE

Bradley C. Stieper, Mania Kupershtok, Michael V. Driscoll, Alexander W. Shingleton ⁎
2008, Developmental Biology

Injured or slow-growing discs block ecdysone 
production and delay pupariation

injury
neoplastic growth
continuing slow growth  

Dilp8 
Dilp8 mutants can’t delay 
pupariation in response to 
disc injury 



Andres Garelli,* Alisson M. Gontijo,* Veronica Miguela, Esther Caparros, Maria Dominguez†
2012, SCIENCE

Dilp8 coordinates disc growth to harmonize 
organ size

Dilp mutants don’t 
maintain the correct 
proportional size of 
different organs 



Developmental rate increases with temperature

...but body size decreases!



Temperature primarily affects cell size
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Wing Thorax



Hedgehog signaling interfaces separate anterior 
and posterior cells















How do autonomous disc size control mechanisms integrate 
with systemic ones? 

Some more questions about growth 
control....


