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Fig. G.9. SMICA constrained-realization CMB maps. The masked regions shown in Fig. 9 have been replaced with a Gaussian-constrained realiza-
tion. Panels show, from top to bottom, Stokes parameters I, Q, and U. The temperature map is shown at 50 FWHM angular resolution, while the
polarization maps are shown at 800 FWHM angular resolution.
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ESA satellite mission that observed the microwave sky from 
2009 until 2013
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck

TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, c

EE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣
c

EE

100

⌘
EE fit

= 1.021;
⇣
c

EE

143

⌘
EE fit

=

0.966; and
⇣
c

EE

217

⌘
EE fit

= 1.040. The CamSpec likelihood, de-
scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E

spectra,
⇣
c
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100

⌘
TE fit

= 1.04,
⇣
c

EE

143

⌘
TE fit

= 1.0, and
⇣
c

EE

217

⌘
TE fit

=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-
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Planck
The early universe is remarkably simple and the CMB data is in good 
agreement with the six-parameter LCDM model.

* the sum of the neutrino masses is kept fixed at 0.06 eV

Planck Collaboration: Cosmological parameters

Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to DTT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck
TT,TE,EE+lowE+lensing (as also given in Table 1).

TT+lowE TE+lowE EE+lowE TT,TE,EE+lowE TT,TE,EE+lowE+lensing TT,TE,EE+lowE+lensing+BAO
Parameter 68% limits 68% limits 68% limits 68% limits 68% limits 68% limits

⌦bh2 . . . . . . . . . . 0.02212 ± 0.00022 0.02249 ± 0.00025 0.0240 ± 0.0012 0.02236 ± 0.00015 0.02237 ± 0.00015 0.02242 ± 0.00014

⌦ch2 . . . . . . . . . . 0.1206 ± 0.0021 0.1177 ± 0.0020 0.1158 ± 0.0046 0.1202 ± 0.0014 0.1200 ± 0.0012 0.11933 ± 0.00091

100✓MC . . . . . . . . 1.04077 ± 0.00047 1.04139 ± 0.00049 1.03999 ± 0.00089 1.04090 ± 0.00031 1.04092 ± 0.00031 1.04101 ± 0.00029

⌧ . . . . . . . . . . . . 0.0522 ± 0.0080 0.0496 ± 0.0085 0.0527 ± 0.0090 0.0544+0.0070
�0.0081 0.0544 ± 0.0073 0.0561 ± 0.0071

ln(1010As) . . . . . . . 3.040 ± 0.016 3.018+0.020
�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42

⌦⇤ . . . . . . . . . . . 0.679 ± 0.013 0.699 ± 0.012 0.711+0.033
�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056

⌦m . . . . . . . . . . . 0.321 ± 0.013 0.301 ± 0.012 0.289+0.026
�0.033 0.3166 ± 0.0084 0.3153 ± 0.0073 0.3111 ± 0.0056

⌦mh2 . . . . . . . . . 0.1434 ± 0.0020 0.1408 ± 0.0019 0.1404+0.0034
�0.0039 0.1432 ± 0.0013 0.1430 ± 0.0011 0.14240 ± 0.00087

⌦mh3 . . . . . . . . . 0.09589 ± 0.00046 0.09635 ± 0.00051 0.0981+0.0016
�0.0018 0.09633 ± 0.00029 0.09633 ± 0.00030 0.09635 ± 0.00030

�8 . . . . . . . . . . . 0.8118 ± 0.0089 0.793 ± 0.011 0.796 ± 0.018 0.8120 ± 0.0073 0.8111 ± 0.0060 0.8102 ± 0.0060

S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011

�8⌦
0.25
m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031
�0.034 2.100 ± 0.030 2.105 ± 0.030

109Ase�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f 143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f 143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f 217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

corresponding to an anti-correlation between the matter density
⌦mh2 and the Hubble parameter. This correlation can also be
seen in Fig. 5 as an anti-correlation between the dark-matter
density ⌦ch2 and H0, and a corresponding positive correlation
between ⌦ch2 and ⌦m.

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.
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SH0ES
Supernovae, H0, for the Equation of State of dark energy

A. Riess, L. Macri, S. Casertano, D. Scolnic, A. Filippenko, 
W.  Yuan, S. Hoffman, …
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SH0ES

For example, with 4 distance anchors, 19 SNe Ia calibrated with 
Cepheids, 300 SNe at z<0.15

H0 = 73.24± 1.74 km s�1 Mpc�1Riess et al. 2016

with 7 additional long-period Cepheids in Milky Way

H0 = 73.48± 1.66 km s�1 Mpc�1Riess et al. 2018

H0 = 74.03± 1.42 km s�1 Mpc�1Riess et al. 2019

and with 70 additional Cepheids in LMC

just under      from Planck 2018 TTTEEE+lowE+lensing5�
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(Riess et al. 2016)



WMAP, ACT, and SPT
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Planck 100 GHzWMAP 94 GHz

• Planck and WMAP temperature data agree very well at WMAP 
resolution

(Nside=512)

WMAP vs Planck

Planck 100 GHz



Planck 100 GHzWMAP 94 GHz

• Planck and WMAP temperature data agree very well at WMAP 
resolution

• Planck is much more powerful

(Nside=1024)

WMAP vs Planck
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H0 from the CMB
The CMB has limited sensitivity to the present expansion rate.

Approximating the baryon-photon plasma as a viscous fluid, and 
assuming a flat FLRW background, we schematically have

CTT ,` '4⇡T 2
CMB

Z 1

0

dk

k
�2

R(k)e�2⌧

⇥
("

RL � e�
R tL
0 dt�(k,t)
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H0 from the CMB

The   -integral is dominated by                        . So the peak 
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acoustic angular scale at last scattering

usually parameterized through     ,     

H0 from the CMB
The temperature of the medium sets the photon energy density

(from FIRAS)

Cold dark matter and baryon densities are measured relative to 
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which are the parameters that are reported*
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Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to DTT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck
TT,TE,EE+lowE+lensing (as also given in Table 1).

TT+lowE TE+lowE EE+lowE TT,TE,EE+lowE TT,TE,EE+lowE+lensing TT,TE,EE+lowE+lensing+BAO
Parameter 68% limits 68% limits 68% limits 68% limits 68% limits 68% limits

⌦bh2 . . . . . . . . . . 0.02212 ± 0.00022 0.02249 ± 0.00025 0.0240 ± 0.0012 0.02236 ± 0.00015 0.02237 ± 0.00015 0.02242 ± 0.00014

⌦ch2 . . . . . . . . . . 0.1206 ± 0.0021 0.1177 ± 0.0020 0.1158 ± 0.0046 0.1202 ± 0.0014 0.1200 ± 0.0012 0.11933 ± 0.00091

100✓MC . . . . . . . . 1.04077 ± 0.00047 1.04139 ± 0.00049 1.03999 ± 0.00089 1.04090 ± 0.00031 1.04092 ± 0.00031 1.04101 ± 0.00029

⌧ . . . . . . . . . . . . 0.0522 ± 0.0080 0.0496 ± 0.0085 0.0527 ± 0.0090 0.0544+0.0070
�0.0081 0.0544 ± 0.0073 0.0561 ± 0.0071

ln(1010As) . . . . . . . 3.040 ± 0.016 3.018+0.020
�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42

⌦⇤ . . . . . . . . . . . 0.679 ± 0.013 0.699 ± 0.012 0.711+0.033
�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056

⌦m . . . . . . . . . . . 0.321 ± 0.013 0.301 ± 0.012 0.289+0.026
�0.033 0.3166 ± 0.0084 0.3153 ± 0.0073 0.3111 ± 0.0056

⌦mh2 . . . . . . . . . 0.1434 ± 0.0020 0.1408 ± 0.0019 0.1404+0.0034
�0.0039 0.1432 ± 0.0013 0.1430 ± 0.0011 0.14240 ± 0.00087

⌦mh3 . . . . . . . . . 0.09589 ± 0.00046 0.09635 ± 0.00051 0.0981+0.0016
�0.0018 0.09633 ± 0.00029 0.09633 ± 0.00030 0.09635 ± 0.00030

�8 . . . . . . . . . . . 0.8118 ± 0.0089 0.793 ± 0.011 0.796 ± 0.018 0.8120 ± 0.0073 0.8111 ± 0.0060 0.8102 ± 0.0060

S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011

�8⌦
0.25
m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031
�0.034 2.100 ± 0.030 2.105 ± 0.030

109Ase�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f 143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f 143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f 217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

corresponding to an anti-correlation between the matter density
⌦mh2 and the Hubble parameter. This correlation can also be
seen in Fig. 5 as an anti-correlation between the dark-matter
density ⌦ch2 and H0, and a corresponding positive correlation
between ⌦ch2 and ⌦m.

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.
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Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to DTT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck
TT,TE,EE+lowE+lensing (as also given in Table 1).
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H0 from the CMB

These are not measured by SH0ES. So there is no direct 
discrepancy between measurements.



Other parameters, like the Hubble parameter, can be “derived” 
from the CMB observations assuming a model

H0 from the CMB

E.g. , in LCDM                               can be solved for ✓?(h,⌦mh2,⌦bh
2) h
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Table 2. Parameter 68 % intervals for the base-⇤CDM model from Planck CMB power spectra, in combination with CMB lensing
reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to DTT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck
TT,TE,EE+lowE+lensing (as also given in Table 1).
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reconstruction and BAO. The top group of six rows are the base parameters, which are sampled in the MCMC analysis with flat
priors. The middle group lists derived parameters. The bottom three rows show the temperature foreground amplitudes f TT

`=2000 for
the corresponding frequency spectra (expressed as the contribution to DTT

`=2000 in units of (µK)2). In all cases the helium mass fraction
used is predicted by BBN (posterior mean YP ⇡ 0.2454, with theoretical uncertainties in the BBN predictions dominating over the
Planck error on ⌦bh2). The reionization redshift mid-point zre and optical depth ⌧ here assumes a simple tanh model (as discussed
in the text) for the reionization of hydrogen and simultaneous first reionization of helium. Our baseline results are based on Planck
TT,TE,EE+lowE+lensing (as also given in Table 1).

TT+lowE TE+lowE EE+lowE TT,TE,EE+lowE TT,TE,EE+lowE+lensing TT,TE,EE+lowE+lensing+BAO
Parameter 68% limits 68% limits 68% limits 68% limits 68% limits 68% limits

⌦bh2 . . . . . . . . . . 0.02212 ± 0.00022 0.02249 ± 0.00025 0.0240 ± 0.0012 0.02236 ± 0.00015 0.02237 ± 0.00015 0.02242 ± 0.00014

⌦ch2 . . . . . . . . . . 0.1206 ± 0.0021 0.1177 ± 0.0020 0.1158 ± 0.0046 0.1202 ± 0.0014 0.1200 ± 0.0012 0.11933 ± 0.00091

100✓MC . . . . . . . . 1.04077 ± 0.00047 1.04139 ± 0.00049 1.03999 ± 0.00089 1.04090 ± 0.00031 1.04092 ± 0.00031 1.04101 ± 0.00029

⌧ . . . . . . . . . . . . 0.0522 ± 0.0080 0.0496 ± 0.0085 0.0527 ± 0.0090 0.0544+0.0070
�0.0081 0.0544 ± 0.0073 0.0561 ± 0.0071

ln(1010As) . . . . . . . 3.040 ± 0.016 3.018+0.020
�0.018 3.052 ± 0.022 3.045 ± 0.016 3.044 ± 0.014 3.047 ± 0.014

ns . . . . . . . . . . . 0.9626 ± 0.0057 0.967 ± 0.011 0.980 ± 0.015 0.9649 ± 0.0044 0.9649 ± 0.0042 0.9665 ± 0.0038

H0 [km s�1 Mpc�1] . . 66.88 ± 0.92 68.44 ± 0.91 69.9 ± 2.7 67.27 ± 0.60 67.36 ± 0.54 67.66 ± 0.42

⌦⇤ . . . . . . . . . . . 0.679 ± 0.013 0.699 ± 0.012 0.711+0.033
�0.026 0.6834 ± 0.0084 0.6847 ± 0.0073 0.6889 ± 0.0056

⌦m . . . . . . . . . . . 0.321 ± 0.013 0.301 ± 0.012 0.289+0.026
�0.033 0.3166 ± 0.0084 0.3153 ± 0.0073 0.3111 ± 0.0056

⌦mh2 . . . . . . . . . 0.1434 ± 0.0020 0.1408 ± 0.0019 0.1404+0.0034
�0.0039 0.1432 ± 0.0013 0.1430 ± 0.0011 0.14240 ± 0.00087

⌦mh3 . . . . . . . . . 0.09589 ± 0.00046 0.09635 ± 0.00051 0.0981+0.0016
�0.0018 0.09633 ± 0.00029 0.09633 ± 0.00030 0.09635 ± 0.00030

�8 . . . . . . . . . . . 0.8118 ± 0.0089 0.793 ± 0.011 0.796 ± 0.018 0.8120 ± 0.0073 0.8111 ± 0.0060 0.8102 ± 0.0060

S 8 ⌘ �8(⌦m/0.3)0.5 . 0.840 ± 0.024 0.794 ± 0.024 0.781+0.052
�0.060 0.834 ± 0.016 0.832 ± 0.013 0.825 ± 0.011

�8⌦
0.25
m . . . . . . . . 0.611 ± 0.012 0.587 ± 0.012 0.583 ± 0.027 0.6090 ± 0.0081 0.6078 ± 0.0064 0.6051 ± 0.0058

zre . . . . . . . . . . . 7.50 ± 0.82 7.11+0.91
�0.75 7.10+0.87

�0.73 7.68 ± 0.79 7.67 ± 0.73 7.82 ± 0.71

109As . . . . . . . . . 2.092 ± 0.034 2.045 ± 0.041 2.116 ± 0.047 2.101+0.031
�0.034 2.100 ± 0.030 2.105 ± 0.030

109Ase�2⌧ . . . . . . . 1.884 ± 0.014 1.851 ± 0.018 1.904 ± 0.024 1.884 ± 0.012 1.883 ± 0.011 1.881 ± 0.010

Age [Gyr] . . . . . . . 13.830 ± 0.037 13.761 ± 0.038 13.64+0.16
�0.14 13.800 ± 0.024 13.797 ± 0.023 13.787 ± 0.020

z⇤ . . . . . . . . . . . 1090.30 ± 0.41 1089.57 ± 0.42 1087.8+1.6
�1.7 1089.95 ± 0.27 1089.92 ± 0.25 1089.80 ± 0.21

r⇤ [Mpc] . . . . . . . . 144.46 ± 0.48 144.95 ± 0.48 144.29 ± 0.64 144.39 ± 0.30 144.43 ± 0.26 144.57 ± 0.22

100✓⇤ . . . . . . . . . 1.04097 ± 0.00046 1.04156 ± 0.00049 1.04001 ± 0.00086 1.04109 ± 0.00030 1.04110 ± 0.00031 1.04119 ± 0.00029

zdrag . . . . . . . . . . 1059.39 ± 0.46 1060.03 ± 0.54 1063.2 ± 2.4 1059.93 ± 0.30 1059.94 ± 0.30 1060.01 ± 0.29

rdrag [Mpc] . . . . . . 147.21 ± 0.48 147.59 ± 0.49 146.46 ± 0.70 147.05 ± 0.30 147.09 ± 0.26 147.21 ± 0.23

kD [Mpc�1] . . . . . . 0.14054 ± 0.00052 0.14043 ± 0.00057 0.1426 ± 0.0012 0.14090 ± 0.00032 0.14087 ± 0.00030 0.14078 ± 0.00028

zeq . . . . . . . . . . . 3411 ± 48 3349 ± 46 3340+81
�92 3407 ± 31 3402 ± 26 3387 ± 21

keq [Mpc�1] . . . . . . 0.01041 ± 0.00014 0.01022 ± 0.00014 0.01019+0.00025
�0.00028 0.010398 ± 0.000094 0.010384 ± 0.000081 0.010339 ± 0.000063

100✓s,eq . . . . . . . . 0.4483 ± 0.0046 0.4547 ± 0.0045 0.4562 ± 0.0092 0.4490 ± 0.0030 0.4494 ± 0.0026 0.4509 ± 0.0020

f 143
2000 . . . . . . . . . . 31.2 ± 3.0 29.5 ± 2.7 29.6 ± 2.8 29.4 ± 2.7

f 143⇥217
2000 . . . . . . . . 33.6 ± 2.0 32.2 ± 1.9 32.3 ± 1.9 32.1 ± 1.9

f 217
2000 . . . . . . . . . . 108.2 ± 1.9 107.0 ± 1.8 107.1 ± 1.8 106.9 ± 1.8

corresponding to an anti-correlation between the matter density
⌦mh2 and the Hubble parameter. This correlation can also be
seen in Fig. 5 as an anti-correlation between the dark-matter
density ⌦ch2 and H0, and a corresponding positive correlation
between ⌦ch2 and ⌦m.

3.2. Hubble constant and dark-energy density

The degeneracy between ⌦m and H0 is not exact, but the con-
straint on these parameters individually is substantially less pre-
cise than Eq. (12), giving

H0 = (67.27 ± 0.60) km s�1Mpc�1,

⌦m = 0.3166 ± 0.0084,

)
68 %, TT,TE,EE
+lowE. (13)

It is important to emphasize that the values given in Eq. (13) as-
sume the base-⇤CDM cosmology with minimal neutrino mass.
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Ignoring all other data, we could easily reconcile the two data sets 
by changing the evolution of the universe after recombination.

Low redshift data

However, LCDM with parameters as measured by Planck is in 
remarkable agreement with low-redshift large scale structure and 
supernova data

(Betoule et al. 2014)

(Anderson et al. 2013)



(Almost) the same acoustic scale we saw in the CMB is imprinted 
on the matter distribution.

10 S. Alam et al.

Figure 3. BAO signals in the measured post-reconstruction power spectrum (left panels) and correlation function (right panels) and predictions of the best-fit
BAO models (curves). To isolate the BAO in the monopole (top panels), predictions of a smooth model with the best-fit cosmological parameters but no BAO
feature have been subtracted, and the same smooth model has been divided out in the power spectrum panel. For clarity, vertical offsets of ±0.15 (power
spectrum) and ±0.004 (correlation function) have been added to the points and curves for the high- and low-redshift bins, while the intermediate redshift
bin is unshifted. For the quadrupole (middle panels), we subtract the quadrupole of the smooth model power spectrum, and for the correlation function we
subtract the quadrupole of a model that has the same parameters as the best-fit but with ✏ = 0. If reconstruction were perfect and the fiducial model were
exactly correct, the curves and points in these panels would be flat; oscillations in the model curves indicate best-fit ✏ 6= 0. The bottom panels show the
measurements for the 0.4 < z < 0.6 redshift bin decomposed into the component of the separations transverse to and along the line of sight, based on
x(p, µ) = x0(p) + L2(µ)x2(p), where x represents either s

2 multiplied by the correlation function or the BAO component power spectrum displayed in the
upper panels, p represents either the separation or the Fourier mode, L2 is the 2nd order Legendre polynomial, p|| = µp, and p? =

p
p2 � µ2p2.
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In a given redshift bin, the feature will appear at an angular scale

rd =

Z td

0

csdt

a(t)

Baryon Acoustic Oscillations

✓d(z) =
rd

DM (z)

where     is the sound horizon at the time baryons decouple

and            is the comoving angular diameter distance to redshift 

rd

DM (z) z

We can predict these assuming LCDM with parameters 
determined by Planck and compare.



Unlike the CMB, redshift surveys carry 3d information, and we 
can also use the radial information. The scale associated with the 
comoving sound horizon is

Baryon Acoustic Oscillations

�z(z) = H(z)rd

These “anisotropic” BAO measurements agree with the Planck 
predictions Cosmological Analysis of BOSS galaxies 11
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Figure 4. Two-dimensional 68 and 95 per cent marginalized constraints on DM (z) ⇥ (rd,fid/rd) and H(z) ⇥ (rd/rd,fid) obtained by fitting the BAO
signal in the post-reconstruction monopole and quadrupole in configuration and Fourier space. The black solid lines represent the combination of these results
into a set of consensus BAO-only constraints, as described in Section 8.2. The blue solid lines correspond to the constraints inferred from the Planck CMB
temperature and polarization measurements under the assumption of a ⇤CDM model.

Table 3. Summary table of post-reconstruction BAO-only constraints on DM ⇥
�
rd,fid/rd

�
and H ⇥

�
rd/rd,fid

�

Measurement redshift Beutler et al. (b) Vargas-Magaña et al. Ross et al.
P (k) ⇠(s) ⇠(s)

DM ⇥
�
rd,fid/rd

�
[Mpc] z = 0.38 1507 ± 25 1507 ± 22 1512 ± 23

DM ⇥
�
rd,fid/rd

�
[Mpc] z = 0.51 1976 ± 29 1975 ± 27 1971 ± 27

DM ⇥
�
rd,fid/rd

�
[Mpc] z = 0.61 2307 ± 35 2291 ± 37 2296 ± 37

H ⇥
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.38 80.7 ± 2.4 80.4 ± 2.4 81.1 ± 2.2

H ⇥
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.51 90.8 ± 2.2 91.0 ± 2.1 91.1 ± 2.1

H ⇥
�
rd/rd,fid

�
[km s�1Mpc�1] z = 0.61 98.8 ± 2.3 99.3 ± 2.5 99.4 ± 2.2

resents the spherically-averaged BAO measurement and the degree
to which the ring(s) is(are) circular represents the AP test as applied
to BAO measurements.

5.2 Measuring the BAO scale

Our companion papers Ross et al. (2016), Vargas-Magaña et al.
(2016) and Beutler et al. (2016b) use the BAO signal in the post-
reconstruction monopole and quadrupole, in configuration space
and Fourier space, to constrain the geometric parameter combina-
tions DM (z)/rd and H(z)rd. We now present a brief summary of
these analyses and refer the reader to those papers for more details.

Ross et al. (2016) and Vargas-Magaña et al. (2016) measure
the anisotropic redshift-space two-point correlation function. Both
methods rely on templates for ⇠0 and ⇠2, which have BAO fea-
tures that are altered as function of the relative change in DM (z)
and H(z) away from the values assumed in the fiducial templates
(which are constructed using the fiducial cosmology). These tem-
plates are allowed to vary in amplitude and are combined with
third-order polynomials, for both ⇠0 and ⇠2, that marginalize over
any shape information. This methodology follows that of Xu et
al. (2013); Anderson et al. (2014a) and Anderson et al. (2014b).
Small differences between Ross et al. (2016) and Vargas-Magaña
et al. (2016) exist in the modelling of the fiducial templates and the
choices for associated nuisance parameters. The choices in Ross
et al. (2016) are motivated by the discussion in Seo et al. (2015)
and Ross et al. (2015), and they carry out detailed investigations

to show that observational systematics have minimal impact on
the BAO measurement. Vargas-Magaña et al. (2016) use as their
fiducial methodology the templates and choices used in previous
works (Cuesta et al. 2016a; Anderson et al. 2014a,b) enabling di-
rect comparison of the results with those previous papers. In addi-
tion, Vargas-Magaña et al. (2016) perform a detailed investigation
of possible sources of theoretical systematics in anisotropic BAO
measurements in configuration space, examining the various steps
of the analysis and studying the potential systematics associated
with each step. This work extends the previous effort in Vargas-
Magaña et al. (2014), which focused on systematic uncertainties
associated with fitting methodology, to more general aspects such
as the estimators, covariance matrices, and use of higher order mul-
tipoles in the analysis.

Beutler et al. (2016b) extract the BAO information from
the power spectrum. The analysis uses power spectrum bins of
�k = 0.01 h Mpc�1 and makes use of scales up to kmax =
0.3 h Mpc�1. The covariance matrix used in this analysis has been
derived from the MD-Patchy mocks described in Section 4. The
reduced �

2 for all redshift bins is close to 1.

The two-dimensional 68 and 95 per cent confidence lev-
els (CL) on DM (z)/rd and H(z)rd recovered from these fits
are shown in Fig. 4, where we have scaled our measurements
by the sound horizon scale in our fiducial cosmology, rd,fid =
147.78 Mpc, to express them in the usual units of Mpc and
km s�1Mpc�1. The corresponding one-dimensional constraints
are summarised in Table 3. The results inferred from the three

c� 2016 RAS, MNRAS 000, 1–38
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Table 3. Minimum �2 values fitting the SPTpol spectra to the best-fit Planck and SPTpol ⇤CDM cosmologies (as described in
the text). Nb gives the number of band powers in each spectrum. The deviation of �2

min from the expectation h�2
mini = Ndof is given

by the columns labelled N�, where N� = (�2
min � Ndof)/

p
2Ndof , and Ndof = Nb � 8. The last two columns give �2

p for parameter
di↵erences (Eq. 25) and the associated PTEs.

Planck cosmology SPT cosmology

SPTpol spectrum Nb �2
min N� �2

min N� �2
p

PTE

T E + EE . . . . . . . . . . . . . . . . . . . . 112 146.1 2.91 137.4 2.31 9.85 0.08
T E . . . . . . . . . . . . . . . . . . . . . . . . . 56 71.4 2.38 70.3 2.27 3.38 0.64
EE . . . . . . . . . . . . . . . . . . . . . . . . . 56 67.3 1.96 61.4 1.37 8.21 0.15

where Cp is the covariance matrix for SPTpol parameters (we
neglect the errors in the Planck parameters, which are much
smaller). Values for �2

p
are given in Table 3 together with prob-

abilities to exceed (PTEs) computed from a �2 distribution with
five degrees of freedom. We find no evidence for any statisti-
cally significant inconsistency between the two sets of parame-
ters, even for the combined T E+EE SPTpol likelihood. We also
note that the parameter Ase

�2⌧ makes quite a large contribution to
�2

p
for the T E + EE and EE spectra, but is sensitive to possible

systematic errors in the SPTpol polarization e�ciency calibra-
tion (Henning et al. 2017, which, as discussed, is not well under-
stood). Varying the maximum multipole used in the SPTpol like-
lihood (`max), we find that the parameters of the SPTpol T E+EE

cosmology converge by `max = 2500; higher multipoles do not
contribute significantly to the SPTpol base-⇤CDM solution.

Henning et al. (2017) reported a trend for the parameters
of the base-⇤CDM cosmology to change as the SPTpol like-
lihood is extended to higher multipoles, which they suggested
may be an indication of new physics. However, this e↵ect is not
of high statistical significance and cannot be tested by the Planck

spectra, which become less sensitive than the SPTpol spectra
at multipoles >⇠ 1500. The consistency of the base-⇤CDM cos-
mology at high multipoles in polarization should become clearer
in the near future as more polarization data are accumulated by
ACTPol and SPTpol.

5. Comparison with other astrophysical data sets

5.1. Baryon acoustic oscillations

As in PCP13 and PCP15 baryon acoustic oscillation (BAO)
measurements from galaxy redshift surveys are used as the pri-
mary non-CMB astrophysical data set in this paper. The acous-
tic scale measured by BAOs, at around 147 Mpc, is much larger
than the scale of virialized structures. This separation of scales
makes BAO measurements insensitive to nonlinear physics, pro-
viding a robust geometrical test of cosmology. It is for this rea-
son that BAO measurements are given high weight compared
to other non-CMB data in this and in previous Planck papers.
BAO features in the galaxy power spectrum were first detected
by Cole et al. (2005) and Eisenstein et al. (2005). Since their dis-
covery, BAO measurements have improved in accuracy via a
number of ambitious galaxy surveys. As demonstrated in PCP13
and PCP15 BAO results from galaxy surveys have been consis-
tently in excellent agreement with the best-fit base-⇤CDM cos-
mology inferred from Planck. More recently, the redshift reach
of BAO measurements has been increased using quasar redshift
surveys and Lyman-↵ absorption lines detected in quasar spec-
tra.
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Fig. 11. Acoustic-scale distance measurements divided by the
corresponding mean distance ratio from Planck TT,TE,EE
+lowE+lensing in the base-⇤CDM model. The points, with
their 1� error bars are as follows: green star, 6dFGS
(Beutler et al. 2011); magenta square, SDSS MGS (Ross et al.
2015); red triangles, BOSS DR12 (Alam et al. 2017); small
blue circles, WiggleZ (as analysed by Kazin et al. 2014);
large dark blue triangle, DES (DES Collaboration 2017c); cyan
cross, DR14 LRG (Bautista et al. 2017b); red circle, SDSS
quasars (Ata et al. 2017); and orange hexagon, BOSS Lyman-
↵ (du Mas des Bourboux et al. 2017). The green point with ma-
genta dashed line is the 6dFGS and MGS joint analysis result
of Carter et al. (2018). All ratios are for the averaged distance
DV(z), except for DES and BOSS Lyman-↵, where the ratio plot-
ted is DM (results for H(z) are shown separately in Fig. 16). The
grey bands show the 68 % and 95 % confidence ranges allowed
for the ratio DV(z)/rdrag by Planck TT,TE,EE+lowE+lensing
(bands for DM/rdrag are very similar).

Figure 11 summarizes the latest BAO results, updating fig-
ure 14 of PCP15. This plot shows the acoustic-scale distance
ratio DV(z)/rdrag measured from surveys with e↵ective redshift
z, divided by the mean acoustic-scale ratio in the base-⇤CDM
cosmology using Planck TT,TE,EE+lowE+lensing. Here rdrag is
the comoving sound horizon at the end of the baryon drag epoch
and DV is a combination of the comoving angular diameter dis-
tance DM(z) and Hubble parameter H(z):

DV(z) =
"
D

2
M(z)

cz

H(z)

#1/3
. (26)

21

It is also common to present results for “isotropic” BAO 
measurements

DV (z) =

✓
D

2
M (z)

z

H(z)

◆1/3

DV (z)/rd with

(Planck 2018 VI)



H0 from BAO
We can use BAO data to predict      within LCDMH0

DM (z, h,⌦mh2,⌦bh
2)

Taking         as known (from FIRAS), we have ⌦�h
2

rd(⌦mh2,⌦bh
2)

With         from primordial deuterium abundance, BAO data 
predict      

⌦bh
2

Figure 2: (Left) Current state of the art results for H0 versus ⌦m, independent of CMB
anisotropy data. BAO data was combined with a prior on ⌦bh

2 from BBN deuterium mea-
surements (using the theoretical reaction rate). (Right) Our main results using all the BAO
samples in Table 1, combined with BBN using both reaction rates.

other hand, we find that our Hubble constant measurements are in strong tension with local
distance ladder results of H0 from the SH0ES Collaboration. Our results are in approximately
⇠ 3.6� tension using the theoretical d(p, �)3He reaction rate, and ⇠ 3.3� tension using the
empirical d(p, �)3He reaction rate.

An interesting result can be obtained by reframing this tension in terms of primoridal
deuterium abundance. If we assume the H0 constraint from SH0ES [5] is true, and we combine
it with BAO data, we obtain a constraint on the baryon density of ⌦bh

2
= 0.0310 ± 0.003.

Using BBN [51], we obtain a value for the primordial deuterium abundance of 105(D/H)P =

1.38± 0.25 (this assumes ⇤CDM and standard BBN). This value is ⇠ 4.5� below that mea-
sured by [33], and well below the value derived from the interstellar medium of the Milky
Way [54]. As we discussed, there are currently no known astrophysical sources that can
produce significant quantities of deuterium [48, 49]. This means D/H measurements have a
robust lower limit which renders such a low value of the primordial deuterium abundance
very unlikely.

We find that the relatively large difference between the two ⌦bh
2 measurements from

BBN has a small impact on the Hubble constant measurement from current BAO measure-
ments, causing a shift on the best fit value of H0 of about ⇠ 0.5�. However, with improving
BAO data from the next generation of LSS experiments such as DESI [55] or Euclid [56], this
might change. In the next section, we investigate the advances that DESI data will allow in
measuring the Hubble constant independent of CMB data, and the potential impact of BBN
tensions on future results.

4 Implications for DESI

The next generation of LSS experiments will be spearheaded by the Dark Energy Spectro-
scopic Instrument (DESI), starting in 2020. This spectroscopic galaxy survey will cover 14000
square degrees, and measure BAO using both galaxy clustering and the Ly↵ forest [55]. It
will target Luminous Red Galaxies (LRGs) at redshifts 0.4 < z < 1.0, Emission Line Galaxies
(ELGs) at redshifts 0.6 < z < 1.6, quasars at redshifts 0.6 < z < 2.1 for clustering only, and
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samples in Table 1, combined with BBN using both reaction rates.

other hand, we find that our Hubble constant measurements are in strong tension with local
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might change. In the next section, we investigate the advances that DESI data will allow in
measuring the Hubble constant independent of CMB data, and the potential impact of BBN
tensions on future results.

4 Implications for DESI

The next generation of LSS experiments will be spearheaded by the Dark Energy Spectro-
scopic Instrument (DESI), starting in 2020. This spectroscopic galaxy survey will cover 14000
square degrees, and measure BAO using both galaxy clustering and the Ly↵ forest [55]. It
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(Cuceu et al. 2019)



H0 from LSS
A more ambitious approach includes the full shape information of 
the power spectrum, not only the baryon acoustic oscillations.

base ⌫⇤CDM base ⌫⇤CDM + fixed ns

Parameter FS FS+BAO FS FS+BAO

!cdm 0.1265+0.01
�0.01 0.1259+0.009

�0.0093 0.1113+0.0047
�0.0048 0.1121+0.0041

�0.0041

ns 0.8791+0.081
�0.076 0.9003+0.076

�0.071 � �

H0 68.55+1.5
�1.5 68.55+1.1

�1.1 67.90+1.1
�1.1 67.81+0.68

�0.69

�8 0.7285+0.055
�0.053 0.7492+0.053

�0.052 0.7215+0.044
�0.044 0.7393+0.04

�0.041

⌦m 0.3203+0.018
�0.019 0.3189+0.015

�0.015 0.2945+0.01
�0.01 0.2962+0.0082

�0.008

Table 2. Mean values and 68% CL minimum credible intervals for the parameters of the base ⌫⇤CDM
cosmology from the joint analysis of unreconstructed and reconstructed power spectra from BOSS
DR12, representing the main results of this paper. The left and right columns show the results with
the power spectrum tilt (ns) free and constrained by the Planck prior respectively, which correspond
to the contours in Figs. 5 and 7 respectively. Results are displayed in the format “mean+1�

�1�.” (with
H0 in km s

�1Mpc�1, displaying only cosmological parameters whose measurements are independent
of the priors. Note that the left column is fully independent of the CMB.

5 Results of the Joint FS and BAO analysis

We now consider the cosmological constraints obtained from analyzing the pre-reconstruction
redshift-space power spectra, armed with the joint covariances of the spectra and the AP
parameters, which act as an informative prior on ↵. Before applying the analysis to the real
data, it is important to test that our analysis is working correctly; to this end we perform
a cosmological analysis of the mean of 999 Patchy mock spectra (which has much reduced
statistical error). The results of this are discussed in Appendix A, and we obtain similar
conclusions to the analysis using the true BOSS data.

5.1 CMB-Independent Constraints on Cosmology

Emboldened by the above success, we can proceed to analyze the full unreconstructed BOSS
power spectra in conjunction with the best-fit AP parameters of Tab. 1. The cosmological
constraints obtained are presented in Tab. 2, with the corresponding contours shown in Fig. 5,
comparing the results of the combined FS and BAO analysis to those obtained from a FS only
analysis [52] and those of the final Planck data release [1], using the TT,TE,EE+lowE+lowl+lensing
data. These represent the main results of this paper.

The FS+BAO analysis is able to obtain strong constraints on ⌦m and H0, of comparable
strength the latest results from Planck, which yield H0 = 67.14+1.3

�0.72, ⌦m = 0.3188+0.0091
�0.016 for

a similar ⌫⇤CDM model [1]. It is thus clear that we can place strong constraints on these key
parameters with no information from the CMB. As anticipated in the forecast of Ref. [53], the
addition of the BAO data allows one to improve the errorbar on H0 by ⇠ 40% compared to
the FS-only analysis, due to the breaking of parameter degeneracies. This shows the utility
of this method in a CMB-independent analyses.

For other parameters including ns and !cdm, we obtain optimal parameters that are
consistent with Planck though with much larger errors. In these cases, the improvement
from adding BAO information is marginal, since, due to the theoretical error marginalization,
the BAO analysis is sensitive to only the wiggly part of the power spectrum, where these
parameters have minimal impact. Note that neither the FS or FS+BAO analysis is able to
place strong constraints on the power spectrum slope ns, with values far away from the Planck
prediction (with far from scale-invariant power spectra) allowed by the BOSS data. This is
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Figure 5. CMB-independent cosmological constraints obtained from this work for the baseline
⌫⇤CDM model, as tabulated in Tab. 2. The ‘FS+BAO’ dataset refers to the combination of full-shape
(FS) modelling of unreconstructed power spectra via a one-loop full-shape model and BAO-modelling
of reconstructed power spectra to compute Alcock-Paczynski parameters, incorporating the theoretical
error methodology of Ref. [66], with a joint sample covariance used to unite the two approaches. The
‘FS’ dataset (equivalent to the full-shape analysis of Sec. 2.3) was presented in Ref. [52] and ‘Planck
2018’ refers to Ref. [1]. This plot shows the cosmological constraints obtained from combination of
four BOSS DR12 data chunks, which are displayed separately in Fig. 6. H0 is quoted in km s�1Mpc�1

units.

a result of the paucity of modes in the large-scale regime, which are particularly sensitive to
ns.

In Fig. 6 we show the constraints obtained from analyzing each of the four data chunks
separately, with corresponding parameters given in Tab. 5 of Appendix B. Note that, even in
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In Fig. 6 we show the constraints obtained from analyzing each of the four data chunks
separately, with corresponding parameters given in Tab. 5 of Appendix B. Note that, even in
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(Philcox et al. 2020)
or based on final data from BOSS:

LCDM with parameters as inferred from the CMB is in remarkable 
agreement with large scale structure data.

e.g. DES+BAO+BBN H0 = 67.2+1.2
�1.0 km s�1 Mpc�1

(Abbott et al. 2017)
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from Fig. 11 that the combined BAO likelihood for the lower
redshift points is dominated by the BOSS measurements.

In the base-⇤CDM model, the Planck data constrain the
Hubble constant H0 and matter density ⌦m to high precision:

H0 = (67.36 ± 0.54) km s�1Mpc�1,

⌦m = 0.3158 ± 0.0073,

)
68 %, TT,TE,EE
+lowE+lensing. (27)

With the addition of the BAO measurements, these constraints
are strengthened to

H0 = (67.66 ± 0.42) km s�1Mpc�1,

⌦m = 0.3111 ± 0.0056,

) 68 %, TT,TE,EE
+lowE+lensing
+BAO.

(28)

These numbers are in very good agreement with the constraints
given in Eq. (6), which exclude the high-multipole Planck like-
lihood. Section 5.4 discusses the consistency of direct measure-
ments of H0 with these estimates and Hubble parameter mea-
surements from the line-of-sight component of BAOs at higher
redshift.

As discussed above, we have excluded Ly↵ BAOs from
our default BAO compilation. The full likelihood for the
combined Ly↵ and Ly↵-quasar cross-correlations reported in
du Mas des Bourboux et al. (2017) is not yet available; never-
theless, we can get an indication of the impact of including
these measurements by assuming uncorrelated Gaussian errors
on DM/rdrag and rdragH. Adding these measurements to Planck

TT,TE,EE+lowE and our default BAO compilation shifts H0
higher, and ⌦mh

2 and �8 lower, by approximately 0.3�. The
joint Planck+BAO result then gives DM/rdrag and rdragH at z =
2.4 lower by 0.25 and 0.3 of Planck’s �, leaving the overall
2.3� tension with these results almost unchanged. As shown by
Aubourg et al. (2015), it is di�cult to construct well-motivated
extensions to the base-⇤CDM model that can resolve the tension
with the Ly↵ BAOs. Further work is needed to assess whether
the discrepancy between Planck and the Ly↵ BAO results is a
statistical fluctuation, is caused by small systematic errors, or is
a signature of new physics.

5.2. Type Ia supernovae

The use of type Ia supernovae (SNe) as standard candles has
been of critical importance to cosmology, leading to the discov-
ery of cosmic acceleration (Riess et al. 1998; Perlmutter et al.
1999). For ⇤CDM models, however, SNe data have little statis-
tical power compared to Planck and BAO and in this paper they
are used mainly to test models involving evolving dark energy
and modified gravity. For these extensions of the base cosmol-
ogy, SNe data are useful in fixing the background cosmology at
low redshifts where there is not enough volume to allow high
precision constraints from BAO.

In PCP15 we used the “Joint Light-curve Analysis” (JLA)
sample constructed from the SNLS and SDSS SNe plus sev-
eral samples of low redshift SNe described in Betoule et al.
(2013, 2014) and Mosher et al. (2014). In this paper, we use
the new ‘Pantheon’ sample of Scolnic et al. (2018), which adds
276 supernovae from the Pan-STARRS1 Medium Deep Survey
at 0.03 < z < 0.65 and various low-redshift and HST sam-
ples to give a total of 1048 supernovae spanning the redshift
range 0.01 < z < 2.3. The Pantheon compilation applies cross-
calibrations of the photometric systems of all of the sub-samples
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Fig. 13. Distance modulus µ = 5 log10(DL)+constant (where DL
is the luminosity distance) for supernovae in the Pantheon sam-
ple (Scolnic et al. 2018) with 1� errors, compared to the Planck

TT,TE,EE+lowE+lensing ⇤CDM best fit. Supernovae that were
also in the older Joint Lightcurve Analysis (Betoule et al. 2014,
JLA) sample are shown in blue. The peak absolute magnitudes of
the SNe, corrected for light curve shape, colour and host-galaxy
mass correlations (see Eq. 3 of Scolnic et al. 2018), are fixed to
an absolute distance scale using the H0 value from the Planck

best fit. The lower panel shows the binned errors, with equal
numbers of supernovae per redshift bin (except for the two high-
est redshift bins). The grey bands show the ±1 and 2� bounds
from the Planck TT,TE,EE+lowE+lensing chains, where each
model is calibrated to the best fit as for the data.

used to construct the final catalogue (Scolnic et al. 2015), re-
ducing the impact of calibration systematics on cosmology. The
Pantheon data are compared to the predictions of the Planck

TT,TE,EE+lowE+lensing base ⇤CDM model best fit in Fig. 13.
The agreement is excellent. The JLA and Pantheon samples are
consistent with each other (with Pantheon providing tighter con-
straints on cosmological parameters) and there would be no sig-
nificant change to our science conclusions had we chosen to use
the JLA sample in this paper. To illustrate this point we give
results for a selection of models using both samples in the pa-
rameter tables available in the PLA; Fig. 17, illustrating inverse
distance ladder constraints on H0 (see Sect. 5.4), shows a spe-
cific example.

5.3. Redshift-space distortions

The clustering of galaxies observed in a redshift survey exhibits
anisotropies induced by peculiar motions (known as redshift-
space distortions, RSDs). Measurement of RSDs can provide
constraints on the growth rate of structure and the amplitude of
the matter power spectrum (e.g., Percival & White 2009). Since
it uses non-relativistic tracers, RSDs are sensitive to the time-
time component of the metric perturbation or the Newtonian po-
tential. A comparison of the amplitude inferred from RSDs with
that inferred from lensing (sensitive to the Weyl potential, see
Sect. 7.4). provides a test of General Relativity.

Measurements of RSDs are usually quoted as constraints
on f �8, where for models with scale-independent growth f =

23

Supernovae tightly constrain, and are consistent with LCDM as 
inferred from Planck to very low redshift 

(Planck 2018 VI)



Our understanding of particle physics at high energies is incomplete.

So can’t we easily resolve the tension by modifying the expansion 
history and hence the sound horizon at early times?

Our period of ignorance is remarkably short compared to 
the age of the universe at last scattering.

We need O(1) change to Hubble rate at              or O(10%) 
change at             , i.e. at eV scales where we do think we know 
the field content.

z ⇠ 104

z ⇠ 103

Modes probed by CMB precisely enter the horizon at this time. 
Measurements tightly constrain any such modification and 
upcoming polarization experiments will significantly tighten 
these constraints.

Early Universe
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck

TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, c

EE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣
c

EE

100

⌘
EE fit

= 1.021;
⇣
c

EE

143

⌘
EE fit

=

0.966; and
⇣
c

EE

217

⌘
EE fit

= 1.040. The CamSpec likelihood, de-
scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E

spectra,
⇣
c

EE

100

⌘
TE fit

= 1.04,
⇣
c

EE

143

⌘
TE fit

= 1.0, and
⇣
c

EE

217

⌘
TE fit

=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-

7

(Planck 2018 VI)
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Fig. 10.— Complete distance ladder. The simultaneous agreement of pairs of geometric and

Cepheid-based distances (lower left), Cepheid and SN Ia-based distances (middle panel) and SN

and redshift-based distances provides the measurement of the Hubble constant. For each step,

geometric or calibrated distances on the x-axis serve to calibrate a relative distance indicator on

the y-axis through the determination of M or H0. Results shown are an approximation to the

global fit as discussed in the text.

A Closer look at the distance ladder

(Riess et al. 2016)
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NGC 4258
VLBI monitoring of megamaser emission in accretion disk

Fig. 6.— Maps of maser emission for all epochs
superposed. (top) The full velocity range of the
emission. (upper middle) Low-velocity emission.
(lower middle) Red-shifted high-velocity emis-
sion. (bottom) Blue-shifted high-velocity emission.
Symbol diameter is proportional to the logarithm
of peak flux density. Each panel is scaled sepa-
rately. A key on the right hand side of the three
lower panels gives the symbol sizes of 2.5 Jy, 250
mJy, and 25 mJy masers, as well as the x-y sizes of
their associated random errors. The color bar at
bottom codes nonrelativistic LSR velocity (lower
label) or relativistic LSR velocity (upper label).
Note that the thinness of the maser disk in the
low-velocity panel is obscured by the large number
of masers plotted. See Figures 7-9 for additional
discussion.
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Fig. 5.— Unweighted average maser spectra for
all observing epochs (1997-2000), displayed as in
Figure 1. (top) Low-velocity emission. (middle)
Red-shifted high-velocity emission. (bottom) Blue-
shifted high-velocity emission. LSR velocities are
defined assuming the nonrelativistic radio defini-
tion of Doppler shift (bottom axis) or relativistic
radio definition of Doppler shift (top axis).
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Fig. 5.— Unweighted average maser spectra for
all observing epochs (1997-2000), displayed as in
Figure 1. (top) Low-velocity emission. (middle)
Red-shifted high-velocity emission. (bottom) Blue-
shifted high-velocity emission. LSR velocities are
defined assuming the nonrelativistic radio defini-
tion of Doppler shift (bottom axis) or relativistic
radio definition of Doppler shift (top axis).
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(Argon et el. 2007)



NGC 4258

Fig. 10.— Position–velocity diagram for all epochs
superposed. Positive impact parameters are to
the east. The linear gradient in low-velocity emis-
sion is characteristic of emission from material in
highly inclined circular orbits over a narrow range
of radii. The fitted straight line marks the locus
for emission at a single radius. (A steeper line
indicates a smaller radius). High-velocity masers
trace declining rotation curves, which are fitted
here in position–velocity space and shown for Ke-
plerian orbits. Good agreement with the model
v − vsys ∝ |b|−0.5, where vsys is systemic veloc-
ity and b is impact parameter, suggests that the
high-velocity emission arises close to a single diam-
eter through the underlying disk and that warping
is of second-order importance (e.g., Miyoshi et al.
1995). We note that the Doppler components at
1566km s−1 and 1647km s−1 appear to arise in-
side the mean radius of the low-velocity emission.
Nothing has previously been mapped at these
small radii. LSR velocities are defined assuming
the nonrelativistic radio definition of Doppler shift
(left-hand axis) or relativistic radio definition of
Doppler shift (right-hand axis).
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NGC 4258
VLBI monitoring at multiple epochs allows to measure 
accelerations an to infer the distance

This leads to

From Physics 1

(Reid et al. 2019)d = 7.576± 0.082± 0.076Mpc

This can now be used to calibrate other distance indicators
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Detached Eclipsing Binaries
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Detached Eclipsing Binaries
(Graczyk et al. 2018)

4

Figure 1. The positions of the eclipsing binaries within the LMC.
We separately denote eight systems from P13, one system from
Elgueta et al. (2016), and the eleven new systems presented in this
paper. The colorbar gives their (J�K) color. In the background the
positions (grey dots) of some 44000 eclipsing binaries detected by
the OGLE project in the LMC (Graczyk et al. 2011; Pawlak et al.
2016) are shown. The sloping line shows the position of the nodes
derived from our 20 eclipsing binaries (Pietrzyński et al. 2018).

Table 3
The spectroscopic light ratios at 5500 Å

OGLE ID Line intensity Correction Light ratio
I2/I1 k21 L2/L1

LMC-ECL-01866 1.61± 0.12 0.70± 0.02 1.13± 0.10
LMC-ECL-03160 3.39± 0.15 0.81± 0.03 2.75± 0.16
LMC-ECL-05430 1.49± 0.02 1.01± 0.03 1.51± 0.05
LMC-ECL-06575 0.93± 0.03 0.89± 0.03 0.83± 0.04
LMC-ECL-09114 0.526± 0.019 1.12± 0.03 0.590± 0.026

LMC-ECL-09660 2.12± 0.07 0.75± 0.03 1.59± 0.08
LMC-ECL-09678 3.74± 0.18 0.64± 0.02 2.39± 0.14
LMC-ECL-10567 1.63± 0.06 0.89± 0.02 1.45± 0.06
LMC SC9 230659 0.490± 0.020 1.00± 0.02 0.490± 0.022
LMC-ECL-12669 1.08± 0.02 1.05± 0.03 1.13± 0.04

LMC-ECL-12875 4.37± 0.36 0.80± 0.02 3.50± 0.30
LMC-ECL-12933 2.90± 0.07 0.84± 0.02 2.44± 0.09
LMC-ECL-13360 1.38± 0.04 0.71± 0.02 0.99± 0.04
LMC-ECL-13529 0.87± 0.03 1.09± 0.03 0.80± 0.05
LMC-ECL-15260 2.41± 0.10 0.86± 0.03 2.07± 0.11

LMC-ECL-18365 0.196± 0.013 1.04± 0.03 0.204± 0.015
LMC-ECL-18836 2.76± 0.10 0.66± 0.02 1.82± 0.08
LMC-ECL-21873 1.55± 0.06 0.71± 0.02 1.11± 0.05
LMC-ECL-24887 1.13± 0.03 0.97± 0.03 1.10± 0.04
LMC-ECL-25658 1.48± 0.08 0.94± 0.03 1.40± 0.09

Note. — Line intensity - the relative strengths of the absorption
lines of the secondary with respect to those of the primary.

assuming in the last equation vmt = 0.5 ⇣RT, where ⇣RT is
the Radial -Tangential macroturbulence dispersion (Gray
2005). As a final estimate of vmt we adopted the average
from the above three equations. The instrumental broad-
ening of the MIKE spectrograph was calculated from the
equation (Takeda et al. 2008, footnote 10):

vip =
300000

2
p
2R

(5)

where R is the resolving power of MIKE. Whenever rota-
tion was consistent with synchronous rotation, as it is for
most components, we set the rotation parameter F = 1.0.
In the few systems where the components rotate super-
synchronously we set the parameter F accordingly. The
albedo parameter was set to 0.5 and the gravity brighten-
ing to 0.32, both values appropriate for a cool, convective
atmosphere. The limb darkening coe�cients were calcu-
lated internally by the WD code (setting LD=�2) ac-
cording to the logarithmic law (Klinglesmith & Sobieski
1970) during each iteration of the Di↵erential Correction
(DC) subroutine using tabulated data computed by van
Hamme (1993).
As free parameters of the WD model we chose the or-

bital period Pobs, the semimajor axis a, the orbital eccen-
tricity e, the argument of periastron !, the epoch of the
primary spectroscopic conjunction T0, the systemic ra-
dial velocities �1,2, the orbital inclination i, the primary
or the secondary star average surface temperature T1,2,
the modified surface potential of both components (⌦1
and ⌦2), the mass ratio q, and the relative monochro-
matic luminosity of the primary star in two bands (L1V
and L1I). We usually set the temperature of the more lu-
minous component as constant during the analysis, vary-
ing the temperature of the companion star. In cases
where proximity e↵ects are more clearly visible between
eclipses we also adjusted the albedo parameter A for one
or both components.
Initial input parameters were used to obtain a prelim-

inary solution which was used to determine the spectro-
scopic light ratio (Sec. 3.2), update reddening estimates
(Sec. 3.4), and for the renormalization of the disentan-
gled spectra (Sec. 3.3).

3.2. Spectroscopic Light Ratio

It is well known that for detached eclipsing binaries
showing partial eclipses a strong degeneracy usually ex-
ists between the radii of the components: many light
curve solutions exist having di↵erent individual radii r1
and r2 but a similar sum of their radii. When there
are proximity e↵ects visible in the light curve, they can
be used to break this degeneracy. However, the best
method is to utilize additional information obtained from
the composite spectra of the systems, the so called spec-
troscopic light ratio. For equal temperature systems the
ratio of the strength of the absorption lines for the com-
ponents is a direct indication of the true light ratio of
the components: a brighter component more strongly di-
lutes the lines of the fainter companion star and thus in
the lines of the primary appear deeper and stronger. In
the case of unequal temperature components (like most
in our sample) it is important to account for the grow-
ing equivalent width of metallic absorption lines with de-
creasing temperature for a given chemical composition.
To account for both e↵ects, we first measure the line in-
tensity ratio from the strength of the broadening function
profiles by using a properly matched template spectrum.
The templates were calculated from a synthetic spectra
library (Coehlo et al. 2005) for the temperature and sur-
face gravity of the components. We used a mask corre-
sponding to a wavelength range of 5300-5800 Å, i.e. an
approximate Johnson V -band response curve. The line
intensity ratio is approximately equal to the ratio of the
equivalent widths in the individual compontents. The

Detached eclipsing binaries in the LMC
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Figure 15. The OGLE IC-band light curve and the radial velocity solutions for OGLE-LMC-ECL-12875 (two upper panels) and OGLE-
LMC-ECL-12933 (lower two panels).

Detached Eclipsing Binaries
(Graczyk et al. 2018)



Detached Eclipsing Binaries

To measure the distance, we need the angular size.

For nearby stars angular sizes can be measured with 
interferometry. For baseline d and wave number k

E.g. for uniform disk with angular diameter 

V =
2J1(kd�/2)

kd�/2

�

V =
1

Ī

Z
d2✓I(✓)eik✓·d

For stars in the LMC, would require a baseline of            .105 km

So the angular size is measured for similar nearby stars instead.



Detached Eclipsing Binaries
Only the first lobe of the visibility is measured. This implies no 
information about limb darkening is available.

Either uniform disk radii are converted using 
stellar atmosphere models, or predictions 
based on stellar atmosphere are fit directly.2708 NORDGREN ET AL. Vol. 122

TABLE 1

ANGULAR DIAMETERS FROM THE NPOI AND MARK III

NPOI h
U

NPOI h
L

MrkIII h
L

HR No. Spec. Type N
i

(mas) LDC
N

(mas) LDC
M

(mas)
(1) (2) (3) (4) (5) (6) (7) (8)

165 . . . . . . . K3III 4 3.94 ^ 0.04 1.076 4.24 ^ 0.06 1.071 4.17 ^ 0.06
168 . . . . . . . K0IIIa 7 5.29 ^ 0.05 1.068 5.65 ^ 0.08 1.064 5.72 ^ 0.08
617 . . . . . . . K2IIIab 17 6.47 ^ 0.03 1.073 6.94 ^ 0.08 1.068 6.84 ^ 0.10
1017 . . . . . . F5Ib 37 2.97 ^ 0.01 1.052 3.12 ^ 0.03 1.048 3.23 ^ 0.05
1373 . . . . . . G9.5IIICN 4 2.07 ^ 0.07 1.067 2.21 ^ 0.08 1.064 2.29 ^ 0.03
1409 . . . . . . G9.5III 2 2.26 ^ 0.10 1.067 2.41 ^ 0.11 1.064 2.67 ^ 0.04
1605 . . . . . . F0Iae]B 3 2.18 ^ 0.08 1.048 2.28 ^ 0.09 1.044 2.17 ^ 0.03
2473 . . . . . . G8Ib 42 4.46 ^ 0.02 1.070 4.77 ^ 0.05 1.066 4.78 ^ 0.07
2943 . . . . . . F5IV-V 3 5.19 ^ 0.04 1.046 5.43 ^ 0.07 1.043 5.46 ^ 0.08
2990 . . . . . . K0IIIb 20 7.44 ^ 0.03 1.068 7.95 ^ 0.09 1.064 7.97 ^ 0.11
3249 . . . . . . K4III 27 4.75 ^ 0.03 1.080 5.13 ^ 0.06 1.075 5.20 ^ 0.07
3547 . . . . . . G9IIIa 2 3.08 ^ 0.07 1.067 3.29 ^ 0.08 1.063 3.18 ^ 0.09
3705 . . . . . . K7IIIab 16 6.92 ^ 0.04 1.084 7.50 ^ 0.09 1.078 7.59 ^ 0.11
3873 . . . . . . G1II 2 2.56 ^ 0.09 1.055 2.70 ^ 0.10 1.051 2.60 ^ 0.05
4069 . . . . . . M0III 3 8.00 ^ 0.03 1.086 8.69 ^ 0.09 1.080 8.55 ^ 0.12
4301 . . . . . . K0-IIIa 25 6.47 ^ 0.03 1.068 6.91 ^ 0.08 1.064 7.11 ^ 0.10
4335 . . . . . . K1III 3 3.81 ^ 0.05 1.071 4.08 ^ 0.07 1.066 4.12 ^ 0.06
4377 . . . . . . K3III 2 4.42 ^ 0.05 1.076 4.76 ^ 0.07 1.071 4.71 ^ 0.07
4434 . . . . . . M0IIICaI 33 5.87 ^ 0.03 1.086 6.37 ^ 0.07 1.080 6.47 ^ 0.09
4517 . . . . . . M1III 15 5.18 ^ 0.03 1.090 5.65 ^ 0.07 1.083 6.26 ^ 0.10
4932 . . . . . . G8IIIab 9 3.03 ^ 0.03 1.066 3.23 ^ 0.05 1.063 3.28 ^ 0.05
5235 . . . . . . G0IV 15 2.17 ^ 0.06 1.052 2.28 ^ 0.07 1.049 2.17 ^ 0.03
5602 . . . . . . G8IIIaFe 8 2.33 ^ 0.07 1.066 2.48 ^ 0.08 1.063 2.47 ^ 0.04
5681 . . . . . . G8III 9 2.59 ^ 0.02 1.066 2.76 ^ 0.03 1.063 2.75 ^ 0.04
5854 . . . . . . K2IIIb 1 4.50 ^ 0.07 1.073 4.83 ^ 0.09 1.068 4.78 ^ 0.07
6132 . . . . . . G8IIIab 3 3.13 ^ 0.06 1.066 3.34 ^ 0.07 1.063 3.68 ^ 0.05
6148 . . . . . . G7IIIaFe 14 3.32 ^ 0.07 1.064 3.53 ^ 0.08 1.061 3.51 ^ 0.05
6212 . . . . . . G0IV 3 2.37 ^ 0.08 1.052 2.49 ^ 0.09 1.049 2.33 ^ 0.05
6220 . . . . . . G7III 4 2.35 ^ 0.07 1.064 2.50 ^ 0.08 1.061 2.64 ^ 0.04
6418 . . . . . . K3II 7 4.87 ^ 0.02 1.080 5.26 ^ 0.06 1.075 5.27 ^ 0.07
7310 . . . . . . G9III 4 3.10 ^ 0.05 1.067 3.31 ^ 0.06 1.063 3.27 ^ 0.06
7525 . . . . . . K3II 12 6.63 ^ 0.03 1.080 7.16 ^ 0.08 1.075 7.24 ^ 0.10
7735 . . . . . . K2II]B3V 20 4.17 ^ 0.03 1.077 4.49 ^ 0.06 1.072 4.47 ^ 0.06
7751 . . . . . . K3Ib]B3V 11 4.78 ^ 0.10 1.080 5.16 ^ 0.12 1.075 5.46 ^ 0.08
7796 . . . . . . F8Ib 7 2.87 ^ 0.04 1.048 3.01 ^ 0.05 1.045 3.03 ^ 0.04
8079 . . . . . . K4.5Ib-II 25 5.19 ^ 0.03 1.083 5.61 ^ 0.12 1.078 5.80 ^ 0.13
8308 . . . . . . K2Ib-II 3 7.58 ^ 0.03 1.078 8.17 ^ 0.09 1.073 7.54 ^ 0.14
8414 . . . . . . G2Ib 5 2.94 ^ 0.03 1.059 3.11 ^ 0.04 1.056 3.20 ^ 0.05
8465 . . . . . . K1.5Ib 3 4.94 ^ 0.04 1.077 5.32 ^ 0.07 1.072 5.30 ^ 0.07
8650 . . . . . . G2II-III 64 3.06 ^ 0.02 1.057 3.23 ^ 0.07 1.054 3.26 ^ 0.07
8684 . . . . . . G8III 3 2.37 ^ 0.08 1.066 2.53 ^ 0.09 1.063 2.49 ^0.04

Observations with the NPOI alternate between program
stars and calibration stars. For each star, squared visibilities
are measured every 2 ms for 90 s in each of 32 spectral
channels on each of three baselines. These squared visibil-
ities are averaged to yield 90 s scan squared visibilities. For
this project, only high signal-to-noise visibilities in the
reddest spectral channels are used. The observations have a
mean wavelength of 740 nm and cover the spectral range
649 to 849 nm in 10 channels evenly spaced in wave
number. As in Nordgren et al. (1999), for small stars (¹3
mas) only visibilities obtained on the longest baseline (38 m)
are used. For larger stars ([3 mas), where visibilities from
this baseline fall near the Ðrst null in the visibility function,
data from all three baselines are used to constrain the
diameter.

To account for the partial resolution of the calibrator, the
squared visibility is divided by the expected squared visibil-
ity based upon the calibratorÏs estimated uniform-disk

diameter and the projected baseline of the interferometer.
The estimated diameter is determined from the surface
brightness relations of Mozurkewich et al. (1991). Each
squared visibility from each scan of the program star is
divided by the squared visibility (corrected for partial
resolution) from the scan of the calibrator star taken nearest
to it in time (Nordgren et al. 1999).

A uniform-disk diameter is Ðtted to each calibrated scan
of the program star. The mean uniform-disk diameter and
standard deviation of the mean is found from the ensemble
of all independent scan diameters acquired for a given
program star (Nordgren et al. 1999). Using a sample of 50
stars with diameters in the range of 1.5 to 6.5 mas, Nor-
dgren et al. (1999) found a simple relation between the
uniform-disk diameter and its uncertainty : Inp \ 0.308/h

U
.

the event that a small number of independent scans (¹4)
were obtained for a particular star (and therefore that the
standard deviation of the mean might not adequately rep-

This leads to a 5-10% correction to diameter, depending on 
the star and observing frequency.

(Nordgren et al. 2001)



Detached Eclipsing Binaries

For stars with known distance and and limb-darkened angular 
diameters, we can define the surface brightness

SV = V0 + 5 log(�)

From angular sizes of nearby stars to angular sizes in the LMC

with reddening corrected magnitude V0

For late type stars this tightly correlates with color

Fig. 1. New relation between surface brightness SV and (V − K)0 colour.  a, Plot of SV

versus (V − K)0 (data points) and fitted line. The r.m.s. scatter on this relation is 0.018

mag, which means an 0.8% precision in stellar angular diameters. The precision of this

relationship is fundamental for measuring precise cosmic distances. b, Residuals

(observed minus calculated) for the fit. Both SV and (V − K)0 are in magnitudes. 

 

SV = 5.869 + 1.330 [(V �K)0 � 2.405]

(Pietrzynski et al. 2019)



Detached Eclipsing Binaries

So the angular diameter is inferred from

and the distance is

d =
2R

�

�[mas] = 10
1
5 (SV ((V�K)0)�V0)

Fig. 2. Locations and distances of our 20 eclipsing binary systems in the LMC. a,

The distribution of the observed systems over the map of the central regions of the

LMC. The line of node is shown with a solid line. The full names of the systems are

given in Table 1. Different colour codes denote the distances to individual systems (see

colour key). b, Distance offsets between individual systems and the best fitted LMC

disk plane, plotted versus right ascension (in degrees). The error bars correspond to 1σ

errors.

Distance to LMC from 20 detached eclipsing binaries

(Pietrzynski et al. 2019)d = 49.59± 0.09± 0.54 kpc



Cepheids in the distance anchors
Given the distance measurements, we can calibrate the Cepheid 
period luminosity relation (accounting for extinction)

m = a logP + b

data from (Macri et al. 2015)
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Cepheids in the distance anchors

m = a logP + b

data from (Macri et al. 2015)

after rejection of outliers
and cut on period
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Given the distance measurements, we can calibrate the Cepheid 
period luminosity relation (accounting for extinction)

Dispersion much larger than measurement errors and “intrinsic 
scatter" is added in the fits



Cepheids in SNIe hosts
With the absolute calibration of the Cepheids, we can calibrate 
the distances to the supernova hosts (Riess et al. 2016)

mW

H i,j
= (µ0,i � µ0,N4258) + zpW,N4238 + bW logPi,j + ZW� log(O/H)i,j



Supernovae in SNIe hosts

from Cepheids

from supernova lightcurve fitting

This allows to calibrate the absolute supernova magnitude

m0
B,i = (µ0,i � µ0,N4258) +m0

B,N4258

mB,i = m0
B,i + ↵x1 � �c

stretch and color corrections



Supernovae
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Fig. 8.— Hubble diagram of more than 600 SNe Ia at 0.01 < z < 0.4 in units of log cz. Mea-

surements of distance and redshift for a compilation of SN Ia data as described by Scolnic et al.

(2015). These data are used to determine the intercept, aX (see Equation 5) where log cz=0, which

helps measure the value of the Hubble constant as given in Equation 9). We account for changes

in the cosmological parameters empirically by including the kinematic terms, q0 and j0, measured

between high- and low-redshift SNe Ia. The intercept is measured using variants of this redshift

range, as discussed in the text, with the primary fit at 0.0233 < z < 0.15.

logH0 =
(m0

B,N4258 � µ0,N4258) + 5ax + 25

5

Once calibrated, supernovae are used to measure H0



Cepheids in anchors and SNIe hosts
Note that the anchors are dominated by short period Cepheids 
whereas hosts are dominated by long period Cepheids
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Do long and short period Cepheids share the same properties?

-4.0 -3.5 -3.0 -2.5
0.0

0.2

0.4

0.6

0.8

1.0

Slope

Pr
ob
ab
ilit
y

P < 12.8 daysP > 12.8 days

data from (Riess et al. 2019)

M101 with SN2011fe helps bridge the gap, but more long period 
Cepheids in anchors would increase confidence

Cepheids in anchors and SNIe hosts



Effect of host properties on SNe
Are the properties of the supernovae in calibrator sample the 
same as in the Hubble flow sample?

Brightness correlates with global properties like mass

(Sullivan et al. 2010)

Calibrators are less massive than Hubble flow sample, and a 
correction is applied.



Effect of host properties on SNe

Brightness may depend on local specific star formation rate

Under active debate and not yet agreed upon

A&A proofs: manuscript no. main_arxiv

Fig. 5. SN Ia Hubble residuals, �M
corr

B
, as a function of log(LsSFR), calculated from a conventional linear standardization using SALT2.4

lightcurve parameters. The plot symbols and histograms follow the rules of Fig. 4. In the main panel and in the histogram-panel, the two horizontal
bands show the weighted average of �M

corr

B
per progenitor age group. The width of each band represents the corresponding error on the mean,

and their o↵set illustrates the Hubble residual o↵set between the two age groups. The error bars on �M
corr

B
include the measurement, SALT2.4

systematic, and residual dispersions from the maximum-likelihood fit to each population.

Table 3. Summary of the SNe Ia Standardization.

Parameters wRMS �resid �M �Y

SALT2.4 0.142 ± 0.009 0.127 ± 0.005 – –
SALT2.4 + �Y 0.129 ± 0.008 0.111 ± 0.005 – 0.163 ± 0.029
SALT2.4 + �M 0.132 ± 0.008 0.116 ± 0.005 0.119 ± 0.026 –
SALT2.4 + �Y+ �M 0.126 ± 0.007 0.109 ± 0.005 0.064 ± 0.029 0.129 ± 0.032

SALT2.4 (on young) 0.126 ± 0.010 0.108 ± 0.007 – –
SALT2.4 (on old) 0.132 ± 0.010 0.115 ± 0.007 – –

Notes. �resid is the quadrature sum of the additional dispersion needed to obtain a standardization fit with �2/d.o.f = 1 and the 0.055 mag
systematic lightcurve fitting error given by SALT2.4.

Table 4. Summary of how �Y depends on perturbations from the main analysis.

Choice �Y [mag] number of SNe

remove c > 0.2 0.164 ± 0.029 136
add peculiar SNe 0.148 ± 0.030 148
untargeted search only 0.169 ± 0.031 114

40% with LsSFR > LsSFRcut 0.142 ± 0.030 141
45% with LsSFR > LsSFRcut 0.157 ± 0.029 141
55% with LsSFR > LsSFRcut 0.161 ± 0.029 141
60% with LsSFR > LsSFRcut 0.157 ± 0.029 141

Notes. Our baseline analysis is the simultaneous fit of �Y with SALT2.4 given in Table 3. That followed the same choices made in Rigault et al.
(2013) and Rigault et al. (2015), e.g., splitting the sample in half, removing 91T-like SNe Ia and not imposing a cut on c. The results here explore
variants from that baseline.

Article number, page 12 of 23

(Rigault et al. 2018)



Megamaser Cosmology Project

One may hope to find megamaser hosting galaxies in the Hubble flow 
to skip Cepheids and supernovae and directly measure      . H0

Megamaser Cosmology Project XIII 5
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Figure 1. Left : Hubble diagram for the maser galaxies considered in this paper. Each data point is plotted with 1� uncertainties
in distance and 250 km s�1 uncertainties in velocity. The solid black line shows the distance-velocity relationship from Equation 1
for the maximum-likelihood H0 value corresponding to the peculiar velocity treatment described in Section 3.1, and the shaded
gray regions show 1� and 2� confidence intervals. Right : Posterior distributions for H0 from the five di↵erent peculiar velocity
treatments considered in this paper; the treatments are numbered as in Table 2. Our “fiducial” treatment is (1) and is plotted
in black. Note that treatments (4) and (5), corresponding to the galaxy flow corrections using 2M++ and CF3, return nearly
identical H0 posteriors.

The expected cosmological recession velocity vi = czi

di↵ers from the measured galaxy velocity v̂i both be-
cause of statistical uncertainty in the measurement and
because of a systematic uncertainty in the form of pecu-
liar motion. For our measurements, in which the statis-
tical uncertainties in velocity are quite small (typically
⇠1–2 km s�1), peculiar motions dominate the recession
velocity uncertainty. Because the galaxies in our sample
all reside at low redshifts (z ⌧ 1), we proceed under the
assumption that peculiar velocities are independent of
redshift.

When fitting for H0 we have several options for treat-
ing these peculiar velocities, and in this section we de-
scribe the approaches we have taken to construct the
velocity contribution to the likelihood, Lv. In all cases,
our combined likelihood L is ultimately given by the
product of the velocity and distance likelihoods,

L = LDLv, (3)

and the posterior distribution is given by the product of
L with the prior via Bayes’s theorem. We assume flat
priors for all model parameters, and we explore the pos-
terior space using the dynesty nested sampling package
(Speagle 2019).

3.1. Treating peculiar velocities as inflated
measurement uncertainties

The simplest way to take peculiar velocities into ac-
count is to incorporate them into the velocity measure-
ment uncertainties. Typical values for galaxy peculiar
velocities lie in the range ⇠150–250 km s�1 (e.g., Davis
et al. 1997; Zaroubi et al. 2001; Masters et al. 2006; Ho↵-
man et al. 2015), so we conservatively take the upper end
of this range and add �pec = 250 km s�1 in quadrature to
our velocity uncertainties. The velocity contribution to
the likelihood is then given by a Gaussian distribution,

Lv =
Y

i

1q
2⇡
�
�
2

v,i
+ �2

pec

� exp

 
�1

2

(vi � v̂i)
2

�
2

v,i
+ �2

pec

!
,

(4)
where �v,i is the statistical uncertainty in velocity mea-
surement v̂i and the true velocities vi are treated as nui-
sance parameters in the model.

The result from fitting this model to all six
maser galaxies simultaneously is H0 = 73.9 ±
3.0 km s�1 Mpc�1, and Table 2 lists the values ob-
tained from leave-one-out jackknife tests. We assess the
goodness-of-fit using a chi-squared statistic,

�
2

⌫
=

1

⌫

X

i

"
(vi � v̂i)

2

�
2

v,i
+ �2

pec

+
(Di � D̂i)2

�
2

D,i

#
, (5)

where �D,i is the standard deviation of the distance mea-
surement posterior and �

2

⌫
is the chi-squared per degree
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Figure 1. Left : Hubble diagram for the maser galaxies considered in this paper. Each data point is plotted with 1� uncertainties
in distance and 250 km s�1 uncertainties in velocity. The solid black line shows the distance-velocity relationship from Equation 1
for the maximum-likelihood H0 value corresponding to the peculiar velocity treatment described in Section 3.1, and the shaded
gray regions show 1� and 2� confidence intervals. Right : Posterior distributions for H0 from the five di↵erent peculiar velocity
treatments considered in this paper; the treatments are numbered as in Table 2. Our “fiducial” treatment is (1) and is plotted
in black. Note that treatments (4) and (5), corresponding to the galaxy flow corrections using 2M++ and CF3, return nearly
identical H0 posteriors.

The expected cosmological recession velocity vi = czi

di↵ers from the measured galaxy velocity v̂i both be-
cause of statistical uncertainty in the measurement and
because of a systematic uncertainty in the form of pecu-
liar motion. For our measurements, in which the statis-
tical uncertainties in velocity are quite small (typically
⇠1–2 km s�1), peculiar motions dominate the recession
velocity uncertainty. Because the galaxies in our sample
all reside at low redshifts (z ⌧ 1), we proceed under the
assumption that peculiar velocities are independent of
redshift.

When fitting for H0 we have several options for treat-
ing these peculiar velocities, and in this section we de-
scribe the approaches we have taken to construct the
velocity contribution to the likelihood, Lv. In all cases,
our combined likelihood L is ultimately given by the
product of the velocity and distance likelihoods,

L = LDLv, (3)

and the posterior distribution is given by the product of
L with the prior via Bayes’s theorem. We assume flat
priors for all model parameters, and we explore the pos-
terior space using the dynesty nested sampling package
(Speagle 2019).

3.1. Treating peculiar velocities as inflated
measurement uncertainties

The simplest way to take peculiar velocities into ac-
count is to incorporate them into the velocity measure-
ment uncertainties. Typical values for galaxy peculiar
velocities lie in the range ⇠150–250 km s�1 (e.g., Davis
et al. 1997; Zaroubi et al. 2001; Masters et al. 2006; Ho↵-
man et al. 2015), so we conservatively take the upper end
of this range and add �pec = 250 km s�1 in quadrature to
our velocity uncertainties. The velocity contribution to
the likelihood is then given by a Gaussian distribution,

Lv =
Y

i

1q
2⇡
�
�
2

v,i
+ �2

pec

� exp

 
�1

2

(vi � v̂i)
2

�
2

v,i
+ �2

pec

!
,

(4)
where �v,i is the statistical uncertainty in velocity mea-
surement v̂i and the true velocities vi are treated as nui-
sance parameters in the model.

The result from fitting this model to all six
maser galaxies simultaneously is H0 = 73.9 ±
3.0 km s�1 Mpc�1, and Table 2 lists the values ob-
tained from leave-one-out jackknife tests. We assess the
goodness-of-fit using a chi-squared statistic,

�
2

⌫
=

1

⌫

X

i

"
(vi � v̂i)

2

�
2

v,i
+ �2

pec

+
(Di � D̂i)2

�
2

D,i

#
, (5)

where �D,i is the standard deviation of the distance mea-
surement posterior and �

2

⌫
is the chi-squared per degree

(MCP XIII)

This is a reanalysis of existing data that led to several rather large 
shifts to higher values. Limited by number of systems. 
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TRGB and RRL distances to IC 1613 15

Figure 6. The IC 1613 TRGB edge detection: (a) CMD of all sources. The slope of the RGB is approximated by mRGB = �4
mag color�1 and the manually selected range of stars is shaded in blue; (b) GLOESS-smoothed luminosity function (green) and
0.005 mag binned LF (gray); (c) Response function of the [�1, 0,+1] edge detection kernel. Fluctuations in the LF are seen as
smaller peaks in the response function. The greatest change in the LF occurs at the TRGB, which is highlighted by arrows in
panel (a) and dashed lines in panels (b) and (c). The observed TRGB is ITRGB

ACS = 20.35± 0.01stat ± 0.01sys mag, where we have
estimated the systematic and statistical uncertainties via artificial star tests.

we adopt the most recent studies of the Large Magel-
lanic Cloud (LMC) to estimate M

TRGB
I

. Eclipsing bi-
nary distances to the LMC (Pietrzyński et al. 2013),
as well as a recent calibration of the TRGB luminos-
ity (Freedman et al. in prep.) suggest a tip luminosity
M

TRGB
I

= �3.95 ± 0.03stat ± 0.05sys, which is slightly
fainter than, but still consistent with, the original esti-
mate ⇡ �4 mag. This estimate is corroborated by (Jang
& Lee 2017, see their table 6) who independently mea-
sured the LMC tip luminosity to be only 0.01-0.02 mag
brighter than the Freedman et al. estimate. We thus
adopt a provisional MTRGB

I
= �3.95±0.03stat±0.05sys

and find a true TRGB distance modulus to IC 1613
µ
TRGB
0 = 24.30 ± 0.03stat ± 0.05sys mag, for which the

uncertainty in the distance is dominated by the contri-
bution from the absolute tip luminosity.

4. RR LYRAE PERIOD-LUMINOSITY RELATIONS

In the current section, we determine independent dis-
tances to IC 1613 based on its RRL period-luminosity
(PL) and period-Wesenheit (PW) relations. RRL are
evolved, low-metallicty, He-burning stars with periods
0.2 . p . 1.1 days that are frequently used to estimate

distances within the Milky Way (Oort & Plaut 1975;
Sesar et al. 2007, for example), as well as within the
Local Group (Saha et al. 1992; Clementini et al. 2003,
among many others). Traditionally, RRL distances have
been obtained from the V -band luminosity-metallicity
relationship, though at longer wavelengths (such as the
near-infrared), RRL exhibit period-luminosity relations
(for a comprehensive introduction, see e.g. Smith 1995).
There are two primary sub-types of RRL: those that

pulsate in the fundamental mode (FU), the RRab, with
a larger amplitude and asymmetric ‘saw-tooth’ light
curve shape; and those that pulsate in the first-overtone
mode (FO), the RRc, with a smaller amplitude and a
symmetrical or sinusoidal light curve shape. A further
sub-type exists, the RRd, that pulsates simultaneously
in both modes. It is common to combine the FU and
FO sub-types into a single PL relation through ‘fun-
damentalizing’ the RRc, which shifts their periods by
� logP = +0.127. As summarized by Braga et al.
(2015, Bra15), fundamentalizing the RRc relies on the
assumption that the period ratio of double-mode RRL
attains a constant value of the order of 0.746, which has

TRGB

(CCHP II)

The tip of the red giant branch in IC 1613



TRGB Distance Scale 15

Figure 7. The run of apparent di↵erential distance modulus measured at five wavelengths
(V IJHK) for LMC TRGB stars with respect to IC 1613 and the SMC in the upper and
lower panels, respectively. The upward trending solid lines are Galactic extinction curves
fit to the data where for the LMC E(B � V ) = 0.094 mag for the LMC adopting E(B �
V ) = 0.022 mag (from NED) for IC 1613 (upper panel); and E(B � V ) = 0.100 mag with
E(B � V ) = 0.033 mag (from NED) for the SMC (lower panel), as described in the text.

TRGB

MI = �4.047± 0.022± 0.039mag

Calibrated through systems with minimal extinction, like IC 1613 and 
LMC through measurement of differential distance modulus and 
extinction.
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Figure 6. Top panel: An expanded comparison of TRGB and Cepheid distance moduli for
the subset of ten nearby galaxies that are also host to SNe Ia. The distances span a range
from 7 Mpc to over 30 Mpc. Red closed circles are galaxies with distances measured as
part of the CCHP. Red open circles are those measured in the study of Jang & Lee (2017a).
The black line has a unit slope and the dispersion about the line is ±0.17 mag. Bottom
panel: The di↵erence (TRGB minus Cepheid distance modulus) as a function of the TRGB
modulus. The weighted average di↵erence in distance modulus (TRGB-Cepheid) amounts
to +0.059 mag.

�µ ' 0.06mag

(CCHP VIII 2019)
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Figure 10. A Hubble diagram for 99 SNe Ia observed as part of the CSP I (blue squares).
Shown also are the TRGB calibrators (this paper, red circles). A slope = 5 line is plotted.
The TRGB velocities have been corrected as described in §5.

99 CSP-I SNe Ia as individual Gaussians in blue. The black line is the summed and

scaled probability density function. In Figure 13 the same H0 values are shown in

histogram form.

Our result agrees to within 1.3� of the combined uncertainties with that of

Burns et al. (2018) (accounting for the new Pietrzyński (2019) LMC calibration),

who obtained a value of H0 = 73.2 ± 2.3 km s�1 Mpc�1. In Burns et al. (2018),

the CSP-I data were calibrated with the published Cepheid distances from Riess

et al. (2016), but independently analyzed, and they resulted in a larger estimated

uncertainty for H0 than obtained by Riess et al. (2016).

7.3. Comparison with the Supercal Sample

In Figure 14 we show a combined Hubble diagram including the CSP-I sample of

99 SNe Ia (blue filled circles) from Burns et al. (2018) superimposed on the Supercal

sample of 214 galaxies (lighter blue open circles) from Scolnic et al. (2015) with 0.023

< z < 0.15, as described in §6.3. Plotted is 0.2mmax

b
(where mmax

b
is the apparent B

TRGB

Together with type Ia SNe, this allows to measure Hubble
50 Freedman et al.
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Figure 18. Completely independent calibrations of H0. Shown in red is the probability
density function based on our LMC CCHP TRGB calibration of CSP-I SNe Ia; in blue is
the Cepheid calibration of H0 (Riess et al. 2016), using the Milky Way parallaxes and the
maser distance to NGC 4258 as anchors (excluding the LMC). The Planck value of H0 is
shown in black.

systematic errors are independently a↵ecting each of the two methods. For very

nearby galaxies (<10 Mpc) the agreement is excellent: the scatter in the galaxy-

to-galaxy comparison for the TRGB and Cepheid distances in common amounts to

only ±0.05 mag, or 2% (see §4). The scatter in the galaxy-to-galaxy comparison for

the TRGB and Cepheid distances for the SN Ia host galaxies alone is significantly

larger, amounting to ±0.17 mag (§4), and it is larger than what is expected from

the published error bars. The scatter in the local Hubble diagram (velocity versus

distance) for the TRGB stars is 1.4 times lower than the scatter in the equivalent

diagram for the Cepheids, indicating that the TRGB distances are more precise for

these larger distances.

The TRGB method has a number of advantages when applied to red giant

branch stars in the halos of galaxies: these include low extinction by dust, low crowd-

ing/blending, and a metallicity e↵ect that can be empirically calibrated directly for

the TRGB stars themselves. In the I-band, there is almost no dependence on metal-

licity. There is also no need for multiple epochs of observations or concerns of di↵erent

slopes with period, as in the case of Cepheid variables. In addition, the host masses of

our TRGB host-galaxy sample are more massive, on average, than the galaxies in the

(CCHP VIII 2019)

(CCHP VIII 2019)

H0 = 69.6± 0.8± 1.7 km s�1 Mpc�1 (Freedman et al. 2020)

H0 = 69.8± 0.8± 1.7 km s�1 Mpc�1
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With multiple images we may hope to measure time delay differences 
provided the source is time varying.
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Together with reconstruction of lens potential         this allows to 
infer time delay distance and hence Hubble.
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Figure 2. From top to bottom: Light curves for the four lensed images of the quasar HE0435�1223. The relative shifts in magnitude
are chosen to ease visualization, and do not influence the time-delay measurements. The second panel shows a model of the intrinsic
variations of the quasar (black) and the 4 curves for the extrinsic variations in each quasar image using the free-knot spline technique
(color code). The vertical ticks indicate the position of the spline knots. The residuals of the fits for each light curve is shown in the
next panel. Finally, the bottom panel displays the journal of the observations for HE0435�1223 for the 5 telescopes or cameras used to
gather the data over 13 years (see column “#obs” of Table 1), where each point represents one monitoring night. The light curves will
be made publicly available on the CDS and COSMOGRAIL websites once the paper is accepted for publication.
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gather the data over 13 years (see column “#obs” of Table 1), where each point represents one monitoring night. The light curves will
be made publicly available on the CDS and COSMOGRAIL websites once the paper is accepted for publication.
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Other lenses along the line of sight are included as external 
convergence       , which must be inferred separately

Strong lensing time delays
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Figure 6. PDFs of external convergence for the HE0435�1223 field. The blue distribution corresponds to the MSE filtering of the data,
red to the Gaussian filtering with ✓G = 0.50, and green to the Gaussian filtering with ✓G = 10. The orange distribution shows the result
from H0LiCOW III. Dashed lines show the values at the 50% percentile. Shaded regions indicate the 1� regions.

• Field of view: we set the FOV to 0.5⇥ 0.5 deg2 with
a pixel size of 0.200to mimic the HE0435�1223 field. The
geometry of all masks is preserved;

• PSF: for simplicity we assume a Gaussian PSF with a
fixed width that matches the median width of all stars in
the field of view, i.e. FWHM=0.700;

• Galaxy population: we leave the galaxy population
the same as in the real data, i.e. with the same ellipticities,
photometric and geometric properties, the same positions
on the sky, and the same photometric redshifts;

• Massive halo: not all structures around the lensed
quasar influence the H0 measurements equally. In general,
galaxies that lie within 10 radius in projection along the line
of sight tend to a↵ect H0 more (e.g. McCully et al. 2017b).
Similarly, structures in the foreground of the lens tend to
have higher impact, while other perturbers influenceH0 only
at the sub-percent level. Given this and the specific cumu-
lative lensing e�ciency kernel for our source galaxies, we
simulate the external convergence produced by a Navarro-
Frenk-White (NFW) halo (Navarro et al. 1997) at redshift
zhalo = 0.37. This redshift is in the foreground of the lens
and corresponds to the maximum of the cumulated e�ciency
kernel for our selection of source galaxies. Placing the halo at
the redshift of the lens would decrease the lensing e�ciency,
although making the halo physically related to the lens. Our
simulations and tests therefore give the minimal mass nec-
essary to see the lensing signal at redshift zhalo = 0.37. A

halo at any other redshift would have to be more massive in
order to be detected by our pipeline.

• Shear field: we calculate the shear values for the sim-
ulated NFW halo at the position of all background galax-
ies. We use GalSim to apply the shear to the corresponding
sources;

• Noise: we add Gaussian distributed noise to the sim-
ulated field, with the same mean standard deviation as the
original data.

Assuming a mass-concentration relation, the NFW pro-
file can be described using only two free parameters: the
Virial mass Mvir and the redshift zhalo (Takada & Jain
2003). We are using the mass-concentration relation from
Du↵y et al. (2008) in the form

c(z,Mvir) = A(Mvir/Mpivot)
B(1 + z)C , (18)

where in case of the relaxed halo Mpivot = 1012h�1
M�,

A = 6.71, B = �0.091, C = �0.44. We adopt the definition
of the the Virial mass as the total mass within a circular area
in which the mean internal density is 200 times the critical
density.

To assess the sensitivity of our pipeline, we simulate 10
halos within a mass range 13.8 < logMvir[h

�1
M�] < 15.0.

For each halo we generate 1000 fields, where we randomize
the orientation of the background galaxies before applying
the corresponding shear calculated by GalSim. This is nec-
essary to cancel out any shear signal present in the data and

MNRAS 000, 1–14 (2016)
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For six strongly lensed quasars

Strong lensing time delays

(H0LiCOW  VIII)
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Figure 2. Marginalized H0 for a flat ⇤CDM cosmology with uniform priors. Shown are the H0 posterior PDFs for the individual lens
systems (shaded curves), as well as the combined constraint from all six systems (black line). The median and 16th and 84th percentiles
are shown in the figure legend.

Table 6. Cosmological parameters for various cosmologies from time-delay cosmography only.

Model H0 (km s�1 Mpc�1) ⌦m ⌦⇤ or ⌦DE ⌦k w or w0 wa

U⇤CDM 73.3+1.7
�1.8 0.30+0.13

�0.13 0.70+0.13
�0.13 ⌘ 0 ⌘ �1 ⌘ 0

Uo⇤CDM 74.4+2.1
�2.3 0.24+0.16

�0.13 0.51+0.21
�0.18 0.26+0.17

�0.25 ⌘ �1 ⌘ 0

UwCDM 81.6+4.9
�5.3 0.31+0.11

�0.10 0.69+0.10
�0.11 ⌘ 0 �1.90+0.56

�0.41 ⌘ 0

Uw0waCDM 81.3+5.1
�5.4 0.31+0.11

�0.11 0.69+0.11
�0.11 ⌘ 0 �1.86+0.63

�0.45 �0.05+1.45
�1.37

Reported values are medians, with errors corresponding to the 16th and 84th percentiles.

higher probability density when performing the joint infer-
ence, which in turn drives the marginalized H0 value higher.

In Figure 6, we show the joint distribution of H0 and
w. Lensing alone does not constrain w particularly well
(w = �1.90+0.56

�0.41), although there is a degeneracy between
w and H0, suggesting that combining our constraint with
other probes may produce useful constraints.

5.2.3 Flat w0waCDM

The flat wCDM cosmology has a time-varying dark energy
component with an equation of state parameter w. In princi-
ple, w itself could be changing with time. We consider a flat
w0waCDM cosmology in which the dark energy equation-
of-state parameter w is time-varying and parameterized as
w(z) = w0 + waz/(1 + z) (Chevallier & Polarski 2001; Lin-
der 2003). We adopt a uniform prior on w0 in the range
[�2.5, 0.5] and on wa in the range [�2, 2], keeping the same
uniform priors on H0 and ⌦m as in the flat ⇤CDM model.

MNRAS 000, 1–?? (2019)
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Figure A1. H0 constraints for the individual H0LiCOW lenses as a function of lens redshift (left) and time-delay distance (right). The
trend of smaller H0 value with increasing lens redshift and with increasing D�t has significance levels of 1.9� and 1.8�, respectively.

MNRAS 000, 1–?? (2019)

Strong lensing time delays

Data currently show a      trend with lens redshift 2�

More data required to understand if this is a sign of systematics or 
just a statistical fluctuation.
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Strong lensing time delays

Constrained by stellar kinematics, but a core could bring 
measurements into agreement and does not enter the external 
shear
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FIG. 4: 3D density: comparison with constraints from kinematics. Solid (dashed) line shows the λPL profile for λ = 0.9 (λ = 0.75).
Shaded band shows the posterior distribution of profiles from the kinematics fit of Ref. [39]. In this plot, for concreteness, we set
RE = Re. Left: PL+cNFW. Right: PL+cored PL.

IV. DISCUSSION AND SUMMARY

Lensing data alone cannot resolve the mass sheet degeneracy. Therefore, we think that the likelihood function in the
cosmographic measurement of H0 would have a very flat (albeit not completely flat) direction, corresponding to the effective
MST λ parameter of λPL models. The H0LiCOW collaboration could thoroughly test this hypothesis on the real data.
The λPL models do not require more fitting parameters than, for example, the composite stars+NFW models considered
already by H0LiCOW.
Stellar velocity data do resolve the MSD and could constrain λPL models. Probably too large variations over the pure

PL, in terms of the total enclosed mass, are not allowed by the stellar velocity data. However, we doubt that stellar velocity
data can test an λPL model with λ ≈ 0.9. Either way, if the systematic uncertainty comes to be dominated by the stellar
velocity modelling, then the significance of the H0 tension would need to be revised. In this respect, we agree with the
recent discussion of Kochanek [25].
It would be very interesting, if indeed H0LiCOW has detected a core component in the lens galaxies. We are not aware

of such cores in N-body or hydrodynamical simulations. Perhaps they could arise if, for example, the dark matter sector
contains a component of ultralight [33] or self-interacting [34] dark matter. On the other hand, since typical H0LiCOW
lenses have θE ≪ θs (inferred in their composite stars+NFW models), it is clear that the lensing data probe the inner part
of the lens halo where baryons either dominate the dynamics or at least make a large impact on it, making the simulations
challenging. From this point of view, a detection of λPL profiles with λ ≈ 0.9 could be turned into a goal to explain.
Before we venture to more speculations, though, it would be reassuring to see a dedicated lensing/time delay analysis that
tests λPL models on the real data.
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Appendix A: Some examples of cored profiles

Here we first recall basic properties of the pure power law model, relevant for lensing analyses, and then give examples
of cored profiles that can be used to test our κc proposal. For simplicity we only consider isotropic models.

Measurements of the Hubble rate from strong lensing make 
assumptions about the form of the density profile

(Blum et al. 2020)
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The measurement of the GW polarization is cru-
cial for inferring the binary inclination. This in-
clination, ◆, is defined as the angle between the
line of sight vector from the source to the detec-
tor and the orbital angular momentum vector of
the binary system. For electromagnetic (EM) phe-
nomena it is typically not possible to tell whether a
system is orbiting clockwise or counter-clockwise
(or, equivalently, face-on or face-off), and sources
are therefore usually characterized by a viewing
angle: min (◆, 180� � ◆). By contrast, GW mea-
surements can identify the sense of the rotation,
and thus ◆ ranges from 0 (counter-clockwise) to
180 deg (clockwise). Previous GW detections by
LIGO had large uncertainties in luminosity dis-
tance and inclination (Abbott et al. 2016a) because
the two LIGO detectors that were involved are
nearly co-aligned, preventing a precise polariza-
tion measurement. In the present case, thanks to
Virgo as an additional detector, the cosine of the
inclination can be constrained at 68.3% (1�) con-
fidence to the range [�1.00,�0.81] corresponding
to inclination angles between [144, 180] deg. This
implies that the plane of the binary orbit is almost,
but not quite, perpendicular to our line of sight
to the source (◆ ⇡ 180 deg), which is consistent
with the observation of a coincident GRB (LVC,
GBM, & INTEGRAL 2017 in prep.; Goldstein et
al. 2017, ApJL, submitted; Savchenko et al. 2017,
ApJL, submitted). We report inferences on cos ◆
because our prior for it is flat, so the posterior is
proportional to the marginal likelihood for it from
the GW observations.

EM follow-up of the GW sky localization re-
gion (Abbott et al. 2017c) discovered an opti-
cal transient (Coulter et al. 2017; Soares-Santos
et al. 2017; Valenti et al. 2017; Arcavi et al. 2017;
Tanvir et al. 2017; Lipunov et al. 2017) in close
proximity to the galaxy NGC 4993. The location
of the transient was previously observed by the
Distance Less Than 40 Mpc (DLT40) survey on
2017 July 27.99 UT and no sources were found
(Valenti et al. 2017). We estimate the probability

Figure 1. GW170817 measurement of H0. Marginal-
ized posterior density for H0 (blue curve). Constraints
at 1- and 2� from Planck (Planck Collaboration et al.
2016) and SHoES (Riess et al. 2016) are shown in
green and orange. The maximum a posteriori value
and minimal 68.3% credible interval from this PDF is
H0 = 70.0+12.0

�8.0 km s�1Mpc�1. The 68.3% (1�) and
95.4% (2�) minimal credible intervals are indicated by
dashed and dotted lines.

of a random chance association between the opti-
cal counterpart and NGC 4993 to be 0.004% (see
the Methods section for details). In what follows
we assume that the optical counterpart is associ-
ated with GW170817, and that this source resides
in NGC 4993.

To compute H0 we need to estimate the back-
ground Hubble flow velocity at the position of
NGC 4993. In the traditional electromagnetic cal-
ibration of the cosmic “distance ladder” (Freed-
man et al. 2001), this step is commonly carried
out using secondary distance indicator informa-
tion, such as the Tully-Fisher relation (Sakai et al.
2000), which allows one to infer the background
Hubble flow velocity in the local Universe scaled
back from more distant secondary indicators cal-
ibrated in quiet Hubble flow. We do not adopt
this approach here, however, in order to preserve
more fully the independence of our results from
the electromagnetic distance ladder. Instead we
estimate the Hubble flow velocity at the position

Gravitational wave observations of objects with known redshift 
can be used to measure Hubble

Completely independent, but require significantly more events to 
become competitive

(LIGO 2017)



Conclusions

• The precision of local measurements of the expansion rate by 
SH0ES has continuously increased and measured value differs from 
the value predicted by Planck in the context of LCDM by         .

• Large scale structure and supernova data make a resolution of this 
tension by a change to the expansion history after recombination 
essentially impossible, at least in context of FLRW.

• Changes to the “early” universe must occur around or just before 
recombination, and are tightly constrained.

• New local measurements based on the TRGB find lower values of 
the expansion rate and may point to systematics in Cepheid based 
determination.

• More data is needed (and on the way) and will resolve the issue, but 
in the meantime there is still room for theoretical ideas

4.4�
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