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properties of space-time in the strong-field, high-velocity
regime and confirm predictions of general relativity for the
nonlinear dynamics of highly disturbed black holes.

II. OBSERVATION

On September 14, 2015 at 09:50:45 UTC, the LIGO
Hanford, WA, and Livingston, LA, observatories detected

the coincident signal GW150914 shown in Fig. 1. The initial
detection was made by low-latency searches for generic
gravitational-wave transients [41] and was reported within
three minutes of data acquisition [43]. Subsequently,
matched-filter analyses that use relativistic models of com-
pact binary waveforms [44] recovered GW150914 as the
most significant event from each detector for the observa-
tions reported here. Occurring within the 10-ms intersite

FIG. 1. The gravitational-wave event GW150914 observed by the LIGO Hanford (H1, left column panels) and Livingston (L1, right
column panels) detectors. Times are shown relative to September 14, 2015 at 09:50:45 UTC. For visualization, all time series are filtered
with a 35–350 Hz bandpass filter to suppress large fluctuations outside the detectors’ most sensitive frequency band, and band-reject
filters to remove the strong instrumental spectral lines seen in the Fig. 3 spectra. Top row, left: H1 strain. Top row, right: L1 strain.
GW150914 arrived first at L1 and 6.9þ0.5

−0.4 ms later at H1; for a visual comparison, the H1 data are also shown, shifted in time by this
amount and inverted (to account for the detectors’ relative orientations). Second row: Gravitational-wave strain projected onto each
detector in the 35–350 Hz band. Solid lines show a numerical relativity waveform for a system with parameters consistent with those
recovered from GW150914 [37,38] confirmed to 99.9% by an independent calculation based on [15]. Shaded areas show 90% credible
regions for two independent waveform reconstructions. One (dark gray) models the signal using binary black hole template waveforms
[39]. The other (light gray) does not use an astrophysical model, but instead calculates the strain signal as a linear combination of
sine-Gaussian wavelets [40,41]. These reconstructions have a 94% overlap, as shown in [39]. Third row: Residuals after subtracting the
filtered numerical relativity waveform from the filtered detector time series. Bottom row:A time-frequency representation [42] of the
strain data, showing the signal frequency increasing over time.
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Figure 3. Plots of the Fourier phases and their di↵erences as a function of frequency from the 32 s
GW150914 data. Top panels: the Fourier phases for the raw (left) and cleaned (center) Hanford data,
and the phase di↵erences (eq. (2.2)) for the cleaned Hanford data. Middle panels: same as top, only
for Livingston. Bottom panels: scatter plots of the Hanford (y-axis) and Livingston (x-axis) Fourier
phases for the raw data (left), the clean data (center), and the phase di↵erences of the cleaned data.

3 Correlations in the noise

The event GW150914 is characterized by its shape and its almost simultaneous appearance in
the Hanford and Livingston detectors with a time lag of only 6.9ms. In this section we briefly
review a method, proposed in [2, 3], for confirming this time lag using correlations and apply
it to noise components of the data in the immediate vicinity of GW150914. This method can
be used for all time sequences obtained and is independent of cleaning techniques.

We denote the strain data, H(t) and L(t), within a given time interval ta  t  tb

as H
tb
ta

and L
tb
ta
, respectively, while the arrival time delay between the two sites is ⌧ . The

cross-correlation coe�cient between the H and L strain data in a window of width w starting
at time t is then given as (also shown in [3])

C(t, ⌧, w) = Corr(Ht+⌧+w

t+⌧
, L

t+w

t
), (3.1)

where we allow for a relative shift of the Hanford and Livingston data in the time domain.7

Here, Corr(x, y) is the standard Pearson cross-correlation function between records x and y.

7We note that the GW150914 signal appeared first at the Livingston site and was seen at the Hanford site
approximately 6.9ms later [1]. Thus, eq. (3.1) has been written so that ⌧ is positive for GW150914. We will
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Fig. 2. Left panel: normalized magnitude of s̃cbp (blue) and ASD baseline 
√

Sb( f ) (red) for Hanford at the time of GW150914. Right panel: phase of s̃cbp . (A plot of phase 
differences of adjacent frequencies looks equally random.)

Fig. 3. Phase of s̃cbp for Hanford (left) and Livingston (right) when filtering was performed without using window functions to prevent border distortion.

signal, sclean(t), in the pass bands of interest. The filter frequen-
cies and widths were manually adjusted to reduce obvious spectral 
peaks to the level of the broadband noise. A window with 0.5 s 
Hann end tapers was used to avoid border distortion. Throughout 
this work, time-domain filters were applied forward and back-
ward to nullify any phase change. Finally, noise outside the band 
of interest was suppressed by a band pass filter, yielding scbp(t). 
The pass band was adjusted for each event to optimize the sig-
nal extraction, with extreme bounds of 35 Hz and 315 Hz for the 
studied events. Fig. 2 shows the magnitude and phase of s̃cbp for 
GW150914 at Hanford, where s̃ is the discrete Fourier transform 
of s and the amplitude is normalized to match the total power of 
scbp . Equivalent plots for Livingston and for the other events are 
very similar.

Doing the above signal cleaning without the use of smoothly 
tapered window functions to avoid border distortion gives similar 
spectral amplitudes, but the phase plots, shown in Fig. 3, are no 
longer random. Comparison of these latter plots with similar plots 
in ref. [17 ] reveals great similarity. It thus appears that the authors 
of [17 ] may not have used suitable window functions. The effects 
of border distortion are also apparent elsewhere in [17 ], to the 
extent that the reliability of the findings and conclusions of that 
work must be questioned.

Although we do not give the specifics in every case, window 
functions have been applied wherever warranted in the work re-
ported here. For each situation, window parameters have been 
chosen to avoid border distortion effects while minimizing bias of 
useful information.

Statistical tests were performed on the long records for each of 
the four events. First, 255 overlapping 32 s records were drawn 
from each of the long records. These short records were cleaned, 
band-pass filtered, and whitened by scaling in the frequency do-
main by 

√
N/Sb( f ) (where N is arbitrarily chosen as the mean of 

Sb( f ) in the 3rd quartile of the pass band). Then three overlapping 
8 s records were drawn from the central 16 s of the processed 
32 s records, avoiding window effects on the ends of the 32 s 
records. Each 8 s record was tested for normality using the z-score 
of D’Agostino and Pearson, which gives a combined measure of 
skew and kurtosis [19– 21]. Fig. 4 shows the z-scores for all the 
8 s records drawn from the GW150914 data. Also shown is a plot 
where the data was randomly generated with a normal distribu-
tion, band-pass filtered with the same pass band as the real data 
(and using the same window function), and then subjected to the 
same ‘normaltest’. High z-score values from the measured data cor-
respond to obvious glitches in one detector or the other, and to 
the detected event at both detectors. Otherwise, the measured and 
randomly generated data have similar z-scores.

The normaltest also generated p-values for the null hypothe-
sis that the data comes from a normal distribution. As the number 
of normally distributed samples in a record becomes infinite, the 
p-value should go to 1. But a set of finite length records, even if 
all samples are generated by a Gaussian (pseudo-)random process, 
will have a distribution of p-values less than 1. Fig. 5 compares 
the p-value distributions for the filtered and whitened measured 
strain records and the filtered, randomly generated records. The 
lower panel demonstrates that unfiltered records of Gaussian ran-
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signal after subtraction of a GR-based template was performed by the LVC in ref. [18]. That
analysis found that the Gaussian-noise hypothesis was preferred over any coherent residual
signal between the two detectors, suggesting that all the measured power is well represented
by the GR prediction for the signal from a binary black-hole merger.

The independent analysis of ref. [2] is based on calculating the Pearson correlation
coe�cient [1]

C(⌧ ; t,!) =

Z
t+!

t

H(t0 + ⌧)

�H

L(t0)

�L
dt0 (1.1)

between the data streams of the two LIGO detectors, H(t) and L(t). Here, �H,L are the
standard deviations of the Hanford and Livingston data, respectively; t gives the time stamp
of the data to analyze, while ! is a window specifying how much data to use in the correlation.
As in ref. [2], we choose ! to be 20ms. Some of the results of ref. [2] made use of the
source data for figure 1 of ref. [3], which is available for download from GWOSC. This figure
consists of three elements. The uppermost row shows the strain data of the two LIGO
detectors around the time of GW150914. A bandpass filter was applied to this data to
remove high (above 350Hz) and low (below 35Hz) frequencies, where the detectors are less
sensitive. A notch filter was also applied to remove a number of narrow frequencies. The
second row of figure 1 of ref. [3] shows credible regions for template-based and unmodeled
wavelet-based reconstructions of the signal along with an example waveform simulated by
numerical relativity. The timing, amplitude, and phase of the numerical waveform was tuned
to match the data by visual inspection for illustrative purposes. The third row of the figure
shows the result of subtracting the numerical relativity waveform of the second row from the
detector strain data of the first row to produce so-called residuals, which we will refer to as
the “150914 PRL Residuals”.

It is straightforward to compute the Pearson correlation coe�cient using the 150914
PRL Residuals. We use the PyCBC analysis toolkit [19] to reproduce this result here in our
figure 1; this is qualitatively similar to the result of ref. [2] (their figure 8). A particular
concern of ref. [2] was that the correlation coe�cient of the 150914 PRL Residuals is peaked
at a time-shift between the Hanford and Livingston data streams that is very close to the
claimed delay time of 6.9+0.5

�0.4
ms for GW150914 [3]. A region encompassing the timing

uncertainty is shown in the plot as a shaded band at 7± 0.5 ms in figure 1.

The authors of ref. [2] claim that correlations in the residuals of the GW150914 event
are concerning enough to “raise the possibility that this confirmation [as a gravitational-
wave event] may not be completely reliable”. Although reanalyzing this result is the main
topic of this work, here we point out that a correlation of residuals was not the method
employed by the LVC to make the significance claim for GW150914 in ref. [3]. The LVC
significance claims for GW150914 are based both on matched-filter searches — which use
GR model waveforms to match against the data — and unmodeled searches that look for
excess coherent power between the two detectors. Both of these searches empirically measure
the probability of obtaining chance coincidence between the detectors by time-shifting the
detector data millions of times and reanalyzing. Neither of these methods assumes that
the underlying noise is Gaussian distributed, as the data is known not to be Gaussian or
stationary over long periods of time [11]. Times where one of the detectors was known to be
operating incorrectly were removed from the analysis ahead of time, as described further in
ref. [11]. From this background analysis, both the unmodeled and modeled searches obtained
a high statistical significance for GW150914.

– 2 –
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Figure 1. Correlations between timeseries data of the Hanford and Livingston detectors that are
displayed in figure 1 of ref. [3]. The correlations shown are for both the data containing the GW150914
signal (in blue) and the example residuals produced after subtracting a numerical relativity GR
waveform (in orange). As found in ref. [20] and ref. [2], both the data containing the GW150914
signal and the example residuals show a significant correlation at a time shift corresponding to the
time delay between the signal arriving at the Livingston detector and then arriving at the Hanford
detector. The grey shaded region shows a region from 6.5 ms to 7.5 ms that contains the time shift
between the Hanford and Livingston detectors for the signal observed by LIGO.

Our analysis here di↵ers in several ways from ref. [2]. We use data corresponding to
an updated calibration model released by the LVC in October 2016, labeled as “v2” at the
GWOSC [5] and “C02” by the LVC, which is slightly di↵erent from that plotted in figure
1 of ref. [3]. We use a di↵erent waveform to produce the residual data. Instead of using
the numerical waveform of [4], we use a maximum likelihood (ML) model waveform from
refs. [21, 22]. We estimate the significance of our result using a distribution of uncorrelated
Gaussian noise samples and samples from the real detector noise in time segments that do
not include the GW150914 event. We also investigate the e↵ect of using whitening rather
than bandpass and notching on the correlations. Whitening of the data more closely follows
the methodology used by the LVC to estimate the significance of GW events. Ref. [2] also
discusses correlations between the Fourier amplitudes and phases around GW150914. We do
not investigate that here as it has already been discussed in ref. [23].

2 Residuals after subtracting a maximum-likelihood waveform and their
statistical significance

The waveform used to produce the residuals of figure 1 of ref. [3] was a numerical relativity
simulation which approximately fits the data [24]. Numerical binary simulations take a long
time to run (typically several weeks on a dedicated computer cluster). They cannot yet be
used for a detailed exploration of the likelihood surface for the parameters involved [25],
such as the individual masses and spins of the coalescing black holes. Instead, model wave-
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Figure 2. Correlations between the Hanford and Livingston data released at ref. [5] that has been
bandpassed and notched in the same way as used to produce figure 1 of ref. [3]. This data has an
updated calibration compared to data used in ref. [3]. Therefore the orange and blue curves are not
exactly identical (although very similar) to those plotted in figure 1. The figure also contains the
correlations for residuals constructed by subtracting the maximum likelihood model waveform found
in refs. [21, 22]. The correlations for these residuals are seen to be significantly lower than for the
residuals constructed from the example numerical waveform from figure 1 of ref. [3].

forms that combine both analytical and numerical relativity information are used which are
considerably faster to generate. These model waveforms have been shown to agree well
with numerical relativity simulations of GW150914 [25]. The LVC used waveform models
to estimate the source parameters of GW150914 [26]. Parameters of a maximum likelihood
(ML) model waveform for GW150914 from such a parameter exploration were released with
refs. [21, 22]. These values apply to the IMRPhenomPv2 family of e↵ective precessing spin
waveforms [27] that is freely available through the LALSuite package [28]. Although the
result of ref. [21] is not identical to those of the LVC [26] (ref. [21] did not include a marginal-
isation over detector calibration uncertainty), the di↵erences are su�ciently small for our
purposes. The parameters of this waveform lie well within the confidence intervals given
in ref. [26]. Using this waveform, suitably projected onto the two detectors for their given
location and orientation, we produce the residuals released as a supplement to this work [29].
Due to the di↵erence in data (we use data with an updated calibration from [5]) and the
waveform subtracted (we use the maximum likelihood waveform from [21, 22]), our residuals
are not identical to the 150914 PRL Residuals.

Although the waveform we subtract was selected by maximising a coherent Gaussian
likelihood function for the two detectors, subsequently subtracting it from the data will not
necessarily produce uncorrelated residuals, since the coherence algorithm assumes a consistent
GR source signal with amplitude and phasing at the detectors appropriate for a tensorial
gravitational wave. It is possible that there are other correlations between the detectors that
are not coherent or consistent with GR binary mergers. Checking the resulting residuals with
the Pearson correlation coe�cient is a consistency test as to whether such incoherent or non
GR-like correlations exist.

– 4 –
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Figure 3. Cumulative distribution of correlations in simulated colored Gaussian noise and detector
data away from GW150914, using the same bandpass and notching, and correlation time window
settings as used to produce figure 2. The minimum correlation values near the time of flight di↵erence
in figure 2 are plotted as vertical lines for reference.

We calculate the Pearson correlation coe�cient using the same method as ref. [2]. The
result is shown in figure 1 for the data released for figure 1 of ref. [3], and in figure 2 for the
updated calibration data available from GWOSC [5]. Both blue curves depict the correlations
with the signal still included. The orange curves show the correlations after the NR waveform
from ref. [3] is subtracted. The green curve in figure 2 shows the correlations for our residuals
after subtracting the maximum-likelihood waveform of ref. [21].

Comparison of the blue and orange curves in figure 1 and figure 2 shows that the e↵ect
of the updated calibration on the correlation results is minimal. However, in figure 2 the
maximum anti-correlation near the detected time o↵set of 6.9ms is reduced from 0.799 for
the non-ML waveform, to 0.369 for the maximum-likelihood waveform of ref. [21]. This
result is due to the use of more accurate intrinsic parameters (such as the masses and spins
of the black holes) and extrinsic parameters (that describe how the source is related to the
detectors) of the subtracted template waveform.

It is important to ask how significant any measured correlations are. To answer this
question we generated simulated colored Gaussian noise, from which we calculated O(105)
independent Pearson correlation coe�cients. We performed the same test with O(104) sam-
ples from the maximum-likelihood subtracted data, in segments of 61 ms over periods of 256
seconds both before and after GW150914. For this choice of segments, the 20ms period of
data corresponding to the GW150914 peak correlation is not included. The Gaussian noise
was colored using a PSD estimated from the real detector data and was then processed in
the same way as the data used in figure 2, with a bandpass and notch filter. The p-values are
calculated by finding the largest correlation or anti-correlation around a time o↵set between
the detectors of 7± 0.5ms. (In practice this is extended to the nearest complete time sample
on either side, so that the actual range runs from 6.35 ms o↵set to 7.57 ms with sampling at
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not correlated between the LIGO Hanford and Livingston
detectors, events due to background noise will be distributed
uniformly in df d( )t, ; this information can be used to improve
the detection statistic.

We can also use the measured noise background as a
function of the template parameters to account for the variation
of the search background over the target signal space. In the
search in LIGO’s first observing run, the search space divided
the signal space into three classes: this provides a crude
accounting of the mass-dependent variation in the search
background. Here, we show that it is possible to construct a
better model of the noise background over the search space, as
a function of the masses and spins ( )s sm m, , ,1 2 1 2 of the
merging compact objects.

We describe a new detection statistic that uses the full
information q r r c c df d= ( )s st m m, , , , , , , , ,H L H L

2 2
1 2 1 2 for a

candidate event that significantly improves the sensitivity of the
PyCBC search. We construct this statistic by approximating the
probability densities of both signal events and noise events
over these parameters and forming the ratio of densities. This is
the equivalent of the full likelihood ratio for a reduced data set
consisting of only the signal-to-noise ratio maxima. A general
detection statistic resulting from approximations to the density
of signal q( )pS and noise q( )pN over the parameter space q of
coincident events can be written as7

� q qµ - +[ ( ) ( )] ( )p p2 log log constant. 1S N2

We choose this form for the detection statistic since in the case
that the detectors’ noise was stationary and Gaussian, we have

q r r~ - +( ) [ ( ) ]p exp 2N
H L
2 2 and we recover the standard

quadrature sum signal-to-noise ratio statistic.
We first consider the dependence on df and dt. For a single

detector, the expected distribution of signals over f t, is
uniform, and thus does not aid in separating signals from noise.
In a multi-detector network, the phase and time differences
between detectors are determined by a source’s sky location
and orientation in relation to the detector locations. However,
the distribution of noise events will be uniform in dt and df. To
use this information, we must first construct the probability
distribution in this parameter space for coincident signals from
an astrophysical population. We perform a Monte-Carlo
simulation with a population of binary mergers that is uniform
in spatial volume and isotropic over the sky and over source
orientation. We use the antenna patterns of the detectors located
at the LIGO Hanford and Livingston Observatories to calculate
the expected signal-to-noise ratio of a source in each detector.
If the single detector signal-to-noise ratio falls below a
threshold imposed in the search (a value of r = 5.5 has been
used in recent searches), the source is considered not
detectable. For each of the remaining sources, we record dt ,
df, rH , and rL, building up a multi-dimensional distribution.
We account for a possible difference in sensitivity between the
detectors by repeating the simulation over a range of relative
detector sensitivities. The resulting multi-dimensional histo-
gram is then smoothed with a Gaussian kernel whose width is
determined by the expected measurement errors in each
parameter, to obtain our approximation of the signal distribu-
tion q( )pS . This Monte-Carlo simulation is performed once for

each detector network and stored for future use as an efficient
look-up table.
In Figure 2, we show the resulting (unnormalized) signal

distribution over the two most important parameters, the
Livingston–Hanford time delay and phase difference, having
marginalized over the parameters not shown. While the
expected background distribution is uniform over dt and df,
the signal distribution clearly is not. This information about

q( )pS can improve the separation of signal from noise events
and thus increase search sensitivity. The peak of the phase
difference around π is due to the relative positions and
orientations of the two LIGO detectors, which are close to
coplanar and have a ~ n90 relative rotation angle of the
interferometer arms. For most sources they observe approxi-
mately the same polarization with opposite sign of the
gravitational-wave strain. However, for arrival directions close
to the line joining the two detectors, depending on the
polarization, there may be partial cancellation or reversal of
sign in the detector responses allowing a full range of relative
phases between 0 and 2π. The phase difference distribution
will, in general, be different for other combinations of
observatories. We can construct an improved detection statistic
using this information, defined as

q
r r= +

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟˜ ˆ ( ) ( )p

p
2 log , 2c

S

S
2 2

max

where pS
max is the most likely (highest) value in the multi-

dimensional histogram. This is the detection statistic used by
the PyCBC low-latency search(A. H. Nitz et al. 2017, in
preparation).
So far, we are still considering an idealized noise distribu-

tion, r r~ - +[ ( ˆ ˆ ) ]p exp 2N
L H
2 2 , which neglects how the

background may vary with the target waveform parameters
and/or between detectors. However, the noise distributions in
real data are quite different across different templates and
between different detectors(Abbott et al. 2016d). The previous
method of dividing the search into separate background classes
has the drawbacks of requiring a somewhat arbitrary choice of

Figure 2. Unnormalized distribution of phase differences and time delays
between the LIGO Hanford and Livingston Observatories for a simulated
population of sources isotropically distributed over the sky and uniformly
distributed in space. Noise events have a uniform distribution of time delays
and phase differences. The events from LIGO’s first observing run are overlaid;
they are consistent with the signal distribution.

7 We may rescale the detection statistic by a constant (positive) factor and add
a constant without affecting the relative ranking of events.

4

The Astrophysical Journal, 849:118 (7pp), 2017 November 10 Nitz et al.

Nitz, Dent,Dal Canton, Fairhurst, DAB ApJ 949 118 (2017)



The solid lines of Figure 1 (left) show the search false alarm
rate for the new detection statistics proposed here measured
using the same data from Advanced LIGO’s first observing run.
The dark (blue) line shows the full statistic used by the PyCBC
offline search and the light (gray) line shows the false alarm
rate of the PyCBC low-latency search. These results differ as
the offline search uses a large amount of data to measure the
noise background, whereas the low-latency search only uses
the previous five hours of data. Consequently, the offline search
can measure false alarm rates to a precision of better than 1 in
10,000 years, whereas the low-latency search measures the
false alarm rate to 1 in 100 years. This is sufficient to identify
events for electromagnetic follow-up, with the final event
significance measured by the offline search. The low-latency
search also uses a simplification of the full detection statistic
proposed here, as described in Section 3 below.

A key result of Figure 1 is that for all of these searches the
false alarm rate is an extremely steep function of the detection
statistic value. To illustrate the effect of the steep change in
false alarm rate, consider a hypothetical binary neutron star
source in Advanced LIGO’s first observing run. The signal-to-
noise ratio of the source depends on the orientation and sky
location of the source. Suppose a source was oriented so that it
produced a signal-to-noise ratio of 7 in each LIGO detector. In
the first observing run, the average luminosity distance to such
a source would be ~d 85L Mpc, but it could be as far away as

~d 194L Mpc, if it were favorably oriented. The combined
detection statistic for this source would be r =ˆ 9.9c . For a
binary neutron star signal this loud, the search’s false alarm rate
is ~ -10 2 yr−1, meaning that noise is expected to produce an
event with .r̂ 9.9c in the - :M M4 class once every ∼300
years, which becomes once every 100 years after accounting
for the trials factor. If the source’s luminosity distance was
increased by 10%, then r̂c decreases to 9: at this statistic value,

the search’s false alarm rate is ∼10yr−1. Since the noise
background drops very quickly as a function of signal
amplitude, the edge of the observable signal space is very
sharp in signal amplitude.
Figure 1 also shows that small changes in the detection

statistic value due to noise can have a large effect on the
measured false alarm rate of a signal. This can cause two
sources with similar strain amplitudes to have significant
differences between their false alarm rates due to fluctuations in
the detector noise at the time of each event. A change of half a
unit in signal-to-noise ratio can result in a order-of-magnitude
difference in the measured false alarm rate of a signal.
Similarly, slight differences in implementation between low-
latency and offline analyses (e.g., in the computation of the
noise power spectral density, or in the number of c2-veto bins)
can cause substantial differences in false alarm rate. Highly
significant signals, for example GW150914 and GW151226,
will be robust to such changes, but the false alarm rate of
marginal signals may change significantly.

3. Improving Search Sensitivity

Previously, the PyCBC search used four quantities to
construct its detection statistic: the matched filter signal-to-
noise ratio and the value of the c2 test in each of the two
detectors. However, the search also records the difference in
time of arrival between the LIGO Hanford and Livingston
observatories d = –t t tH L, and the difference in the phase of the
gravitational waveform df f f= –H L. These time and phase
differences, as well as the signal-to-noise ratio in each detector
rH L, , depend on the location of the source relative to the
detectors. Therefore, an astrophysical population of signals will
have a nontrivial distribution of events over the parameters
r r df d( )t, , ,H L . However, under the assumption that noise is

Figure 1. Left: the PyCBC search’s false alarm rate measured using data from Advanced LIGO’s first observing run. The false alarm rate is shown as a function of the
detection statistic used by the search. The dotted lines show the search’s false alarm rate as a function of the combined re-weighted signal-to-noise ratio r̂ used to
detect the binary mergers in Advanced LIGO’s first observing run. The orange line shows this false alarm rate for binary neutron star sources ( - :M M4 ) and the
green line for binary black holes and neutron star–black hole sources ( . :M M4 ). The solid blue line shows the false alarm rate of the offline PyCBC search using the
new signal- and noise-weighted detection statistic ñ proposed here. The solid gray line shows the false alarm rate of the low-latency PyCBC search, designed to rapidly
identify triggers for electromagnetic follow-up, at a typical point in time during the first observing run. Note that this curve will vary over time due to changing noise
characteristics. The low-latency search currently uses the r̃ detection statistic of Equation (2), which suppresses triggers with suboptimal values of q( )pS , and so will
have a reduced detection statistic value at a fixed false alarm rate. Right: using simulated merger signals in data from Advanced LIGO’s first observing run, we
construct a map between the new detection statistic ñ and the combined re-weighted signal-to-noise ratio r̂. The inset shows this map for binary neutron star sources.
For these signals, the r̂, and hence ñ, scale approximately linearly with the inverse luminosity distance to the source. Together, these figures show that our new
detection statistic gives around one order of magnitude improvement in the significance of a binary neutron star merger at a given luminosity distance. The
improvement for binary black holes depends on the masses of the compact objects with higher-mass systems showing less improvement, as indicated by the scatter
below the diagonal line seen in the right-hand figure.
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the background estimates for independent analysis periods
is stable, with the threshold for astronomical alerts (1 false
alarm per 2 months) corresponding to a ranking statistic of
8.55 to 8.75.
The two cases when the background estimate is not

stable are in the presence of a loud coincident event (blue)
and a broadband disturbance in the PSD (red). Triggers
participating in coincident events are included in the
background estimate to ensure an unbiased rate of false
alarms [60]. Similar behavior is seen in estimates from the
high-latency searches [19,60].
Due to the low-latency nature of this pipeline, fewer

data quality products are available to be utilized by the
search. The data quality information distributed in low
latency includes only short-term disturbances that are
often vetoed by the consistency checks the search incor-
porates [32]. Data quality products that indicate broad-
band biases to the PSD, which generally necessitate the
removal of that time from analyses, are not processed in
low-latency, and hence not available to this search. These
disturbances lead to an increase in the rate of loud
noncoincident events that are incorporated into the back-
ground. In O2, the amount of time that the low-latency
search processed, but was not searched by the PYCBC-
based offline analysis due to additional data quality inputs
is approximately 2.1 days, indicating that 2% of data
which the low-latency search would analyze is later
thrown out in the offline analysis [57].

D. Architecture and computational considerations

In this section we will discuss the high-level architecture
of the PYCBC LIVE analysis, along with the computational

cost and scaling. Figure 3 provides a high-level diagram
of how the analysis is ordered. We see that data from the
observatories is first distributed to computing clusters, such
as the ATLAS supercomputer [61], onto cluster nodes via
multicast.
Once data is distributed to the cluster nodes, the PYCBC

LIVE analysis takes over and calculates the SNR time series
for each template and observatory, which is a highly
parallel process. To ensure the analysis completes in a
time shorter than the analysis stride, we distribute the work
over multiple computing nodes by use of task paralleliza-
tion via Message Passing Interface [62], represented in blue
in Fig. 3.
In the early advanced-detector era, template banks

typically contain Oð105Þ templates. However, template
waveforms are sufficiently short that they can be generated
once at the beginning of an analysis and stored in system
memory indefinitely. We see in Fig. 1 how the duration of
the template affects the length of an individual analysis
segment. Templates are grouped in batches of similar
duration and analyzed together. This allows for the calcu-
lation of the SNR time series to be further parallelized on
each compute node using OpenMP by taking advantage of
the well-optimized batched FFT algorithms provided by
FFTW [63] and Intel’s MKL library.
Conceptually, each compute node handles its own

section of the template bank independently of the others
and produces its own set of single-detector triggers. This
computation comprises the vast majority of the overall
computing cost of the analysis. It is efficient to simply
transfer the recorded triggers from all the nodes to a single
control node (gray in Fig. 3) where triggers from separate
observatories are combined into candidate events, ranked,
and assigned a statistical significance after the background

FIG. 2. Variability of the relationship between the ranking
statistic and the false alarm rate (FAR) for independent analysis
periods during O1. A green line is placed at the threshold for
astronomical alerts (1 per 2 months). Background estimates were
computed over 5 hour analysis periods. The mapping between the
ranking statistic and the FAR is stable with the notable exception
of classes of astrophysical (blue) and instrumental (red) outliers.
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FIG. 3. The high-level overview of how data is flowing from
the observatories through the PYCBC LIVE analysis, to GraceDB
[56], and finally to astronomers by way of the Gamma-ray
Coordinates Network (GCN). The work nodes (blue) process
different portions of a template bank, while the control node
(gray) collates all these results and determines if there is a
significant candidate event.
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TITLE:   GCN CIRCULAR
NUMBER:  24237
SUBJECT: LIGO/Virgo S190426c: Identification of a GW compact binary merger candidate
DATE:    19/04/26 16:45:04 GMT
FROM:    Deep Chatterjee at University of Wisconsin, Milwaukee  <deep@uwm.edu>

The LIGO Scientific Collaboration and the Virgo Collaboration report:

We identified the compact binary merger candidate S190426c during
real-time processing of data from LIGO Hanford Observatory (H1), LIGO
Livingston Observatory (L1), and Virgo Observatory (V1) at 2019-04-26
15:21:55.337 UTC (GPS time: 1240327333.337). The candidate was found
by the GstLAL [1], MBTAOnline [2], PyCBC Live [3], and SPIIR [4]
analysis pipelines.

S190426c is an event of interest because its false alarm rate, as
estimated by the online analysis, is 1.9e-08 Hz, or about one in 1
year, 7 months. The event's properties can be found at this URL:

https://gracedb.ligo.org/superevents/S190426c

The classification of the GW signal, in order of descending
probability, is BNS (49%), MassGap (24%), Terrestrial (14%), NSBH
(13%), or BBH (<1%).






