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What is the BAO scale?

Image credit SDSS; C. Blake & S. Moorfield, ESA

• Standard ruler length set at the end of 
the drag epoch 


• Expands with the universe


• ~150 Mpc (in ΛCDM): large enough to 
be ~unchanged by nonlinear growth
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Figure 6. Comparison of variance of monopole power spectrum, C00 for an [OIII] survey contaminated with H↵ with fractional con-
tamination fc = 0.2. Green crosses correspond to sample variance measured in bins of width �k = 0.005 h Mpc�1 from 500 log-normal
simulations using code described by Agrawal et al. (2017) with interlopers remapped by-hand as described in the text. Solid lines show
results of analytic calculations (Section 2). Consistency between the log-normal and analytic results provides a verification of the analytic
calculations when interlopers are included and integrals over µk need to be solved numerically. Results are similar for the variance of other
multipoles and covariance between multipoles, C``0 . Large deviations in the second and fourth bins are due to numerical instability in the
multipole-mixing matrix deconvolution applied to the power spectra estimated from the simulations, as explained in the text.
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Sound horizon at drag epoch:



‘Early universe’ physics in ΛCDM

~10-4 s

couple mins e-/e+ annihilation, Big Bang Nucleosynthesis (BBN)

Inflation, baryogenesis 

proton/antiproton annihilation

~1 month CMB blackbody frequency spectrum fixed

~56k years Matter-radiation equality 

~380k years Last scattering, CMB emitted

Useful to divide cosmological data depending on whether they are 
sensitive to pre-recombination physics
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Sound speed: Ωγh2, Ωbh2

Expansion rate: Ωr (photons & neutrinos), Ωm

BAO:



‘Early universe’ physics in ΛCDM

~10-4 s

couple mins e-/e+ annihilation, Big Bang Nucleosynthesis (BBN)

Inflation, baryogenesis 

proton/antiproton annihilation

~1 month CMB blackbody frequency spectrum fixed

~56k years Matter-radiation equality 

~380k years Last scattering, CMB emitted

CMB: …sensitive to same physics as BAO but a lot of other stuff too!

Damping tail sensitive to H(z) during recombination, also He fraction through free e- density

Extra baryon dependence: acoustic peak structure, small-scale suppression of power

Primordial power spectrum, As & nsGrowth of potentials (Sachs-Wolfe, ISW)



• z✽: redshift at last scattering; redshift at which CMB 
photon optical depth equals unity


• zd or zdrag: redshift corresponding to end of baryon drag 
epoch; baryons released from Compton drag of photons


• Planck 2018 TT+TE+EE+lowE+lensing in ΛCDM:             
z✽=1089.92 ± 0.25;          zdrag=1059.94 ± 0.30                                                         
r✽=144.43 ± 0.26 Mpc;     rdrag=147.09 ± 0.26 Mpc

• O(109) photons per baryon: photons stop caring about 
baryons before baryons stop caring about photons

Last scattering vs drag epoch



BAO from BOSS (Baryon Oscillation 
Spectroscopic Survey)6 S. Alam et al.

Ngals Ve↵ (Gpc3) V (Gpc3)

0.2 < z < 0.5
NGC 429182 2.7 4.7
SGC 174819 1.0 1.7
Total 604001 3.7 6.4

0.4 < z < 0.6
NGC 500872 3.1 5.3
SGC 185498 1.1 2.0
Total 686370 4.2 7.3

0.5 < z < 0.75
NGC 435741 3.0 9.0
SGC 158262 1.1 3.3
Total 594003 4.1 12.3

Table 2. Number of galaxies and effective volume for the combined sample
in each of the three redshift bins used in this paper. The number of galax-
ies quoted is the total number of galaxies used in the large-scale clustering
catalogue, constructed as described in Reid et al. (2016). Please see their
Table 2 for further details. The effective volume is computed according to
their Eq. 52 with P0 = 10000h�3Mpc3 and includes the effects of sec-
tor completeness and veto mask. Also included is the total volume within
each redshift bin. The expected BAO uncertainty scales closely with

p

Ve↵ ,
which would equal the total volume given an infinite sampling density. It is
quoted here in Gpc3 for our fiducial model value of h = 0.676.

medium-resolution spectra (R ⇡ 1500 to 2600) in the wavelength
range from 3600 to 10000 Å through 2-arcsecond fibres. Smee
et al. (2013) provide a detailed description of the spectrographs,
and Bolton et al. (2012) describe the spectroscopic data reduction
pipeline and redshift determination. Discussions of survey design,
spectroscopic target selection, and their implications for large scale
structure analysis can be found in Dawson et al. (2013) and Reid et
al. (2016).

2.2 Catalogue creation

The creation of the large-scale structure catalogues from the BOSS
spectroscopic observations is detailed in Reid et al. (2016). In brief,
we consider the survey footprint, veto masks and survey-related
systematics (such as fibre collisions and redshift failures) in order
to construct data and random catalogues for the DR12 BOSS galax-
ies. The veto masks exclude 6.6% (9.3%) of the area within the
north (south) galactic cap footprint, mostly due to regions of non-
photometric quality but we also consider plate centerposts, colli-
sion priorities, bright stars, bright objects, Galactic extinction and
seeing. The DR12 footprint is shown in Fig. 1 and Table 2 sum-
marises our sample, which spans a completeness-weighted effec-
tive area of 9329 deg2 (after removing the vetoed area). The total
un-vetoed area with completeness c > 0.7 is 9486 deg2.

BOSS utilizes two target selection algorithms: LOWZ was de-
signed to target luminous red galaxies up to z ⇡ 0.4, while CMASS
was designed to target massive galaxies from 0.4 < z < 0.7. The
spatial number density of these samples can be seen in Fig. 2. In
previous papers, we analyzed these two samples separately, split-
ting at z = 0.43 and omitting a small fraction of galaxies in the
tails of both redshift distributions as well as the information from
cross-correlations between the two samples. For the current anal-
ysis, we instead construct a combined sample that we describe in
Section 2.3. With the combined map, we more optimally divide
the observed volume into three partially overlapping redshift slices.
As in Anderson et al. (2014b), the CMASS galaxies are weighted
to correct for dependencies between target density and both stel-
lar density and seeing. The definitions and motivations for these

Figure 2. Number density of all four target classes assuming our fiducial
cosmology with ⌦m = 0.31, along with the sum of the CMASS and
LOWZ number densities (black).

weights are described in Reid et al. (2016) and Ross et al. (2016).
Clustering analyses of the DR12 LOWZ and CMASS samples, us-
ing two-point statistics, can be found in Cuesta et al. (2016a) and
Gil-Marı́n et al. (2016a).

In addition to the LOWZ and CMASS samples, we use data
from two early (i.e., while the final selection was being settled on)
LOWZ selections, each of which are subsets of the final LOWZ
selection. These are defined in Reid et al. (2016) and denoted
‘LOWZE2’ (total area of 144 deg2) and ‘LOWZE3’ (total area of
834 deg2). Together with the LOWZ sample, these three samples
occupy the same footprint as the CMASS sample. As detailed in
Ross et al. (2016), the ‘LOWZE3’ sample requires a weight to cor-
rect for a dependency with seeing. The LOWZ and LOWZE2 sam-
ples require no correction for systematic dependencies, as these
were found to be negligible. We thus have four BOSS selections
that we can use to construct a combined sample. This combined
sample uses all of the CMASS, LOWZ, LOWZE2, and LOWZE3
galaxies with 0.2 < z < 0.75 and allows us to define redshift slices
of equal volume, thereby optimising our signal over the whole sam-
ple (see Section 2.3).

2.3 The Combined BOSS Sample

In this section, we motivate the methods we use to combine the four
BOSS samples into one combined sample.

In principle, when combining galaxy populations with differ-
ent clustering amplitudes, it would be optimal to apply a weight to
each sample to account for these differences (Percival et al. 2004a).
Ross et al. (2016) present measurements of the redshift-space cor-
relation function for each of the four BOSS selections. Section 5.1
of that paper shows that the clustering amplitudes of each selec-
tion match to within 20 per cent and that combining the selections
together where they overlap in redshift has no discernible system-
atic effect. Given the small difference in clustering amplitudes, a
weighting scheme would improve the results by a negligible factor
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Figure 1. The footprint of the subsamples corresponding to the Northern and Southern galactic caps of the BOSS DR12 combined sample. The circles indicate
the different pointings of the telescope and their colour corresponds to the sector completeness. The total area in the combined sample footprint, weighted by
completeness, is 10,087 deg2. Of these, 759 deg2 are excluded by a series of veto masks, leaving a total effective area of 9329 deg2. See Reid et al. 2016 for
further details on completeness calculation and veto masks.

while imparting considerable additional complexity. We therefore
choose to weight each sample equally when combining the cata-
logues. Each galaxy in this combined sample is then weighted by
the redshift-dependent FKP weight (Feldman, Kaiser, & Peacock
1994).

The clustering amplitude of different selections within the
CMASS sample varies considerably more than the individual tar-
get selections (LOWZ/LOWZE2/LOWZE3/CMASS): the differ-
ence in clustering amplitude between the reddest and bluest galax-
ies within CMASS is a factor of two (Ross et al. 2014; Favole et
al. 2015; Patej & Eisenstein 2016). However, even when optimally
weighting for this difference, the forecasted improvement in the
statistical power of BOSS is 2.5 percent and our attempts to em-
ploy such a weighting in mock samples were unable to obtain even
this improvement. Therefore, we have chosen to not introduce this
additional complexity into our analysis.

We define the overall redshift range to consider for BOSS
galaxies as 0.2 < z < 0.75. Below z = 0.2, the sample is af-
fected by the bright limit of r > 16, and the BAO scale has been
measured for z < 0.2 galaxies in the SDSS-I/II main galaxy red-
shift survey (Strauss et al. 2002) by Ross et al. (2015). The upper
limit of 0.75 is higher than in our previous analyses as we find no
systematic concerns associated with using the z > 0.7 data, but
the number density has decreased to 10�5h3Mpc�3 at z = 0.75
(a factor of 40 below its peak at z ⇡ 0.5; see Fig. 2) and any ad-
ditional data at higher redshift offer negligible improvement in the
statistical power of the BOSS sample.

We defined the redshift bins used in this analysis based on an
ensemble of 100 mock catalogues of the combined BOSS sample
in the range 0.2 < z < 0.75. We tested several binning schemes
by means of anisotropic BAO measurements on these mock cat-
alogues. For each configuration, we ran an MCMC analysis us-
ing the mean value and errors from the BAO measurements, com-
bining them with synthetic CMB measurements (distance priors)
corresponding to the same cosmology of these mock catalogues.
We chose the binning that provides the strongest constraints on
the dark energy equation-of-state parameter wDE. It consists of
two independent redshift bins of nearly equal effective volume for
0.2 < z < 0.5 and 0.5 < z < 0.75. In order to ensure we have
counted every pair of BOSS galaxies, we also define an overlapping
redshift bin of nearly the same volume as the other two, covering
the redshift range 0.4 < z < 0.6. Using our mock catalogues,

with the original LOWZ and CMASS redshift binning we obtain
a 3.5% (9.6%) precision measurement of the transverse (line-of-
sight) BAO scale in the LOWZ sample and a 1.8% (4.3%) precision
measurement for the CMASS sample. With our chosen binning for
the combined sample, we instead obtain transverse (line-of-sight)
precision of 2.5% (6.3%) in our low redshift bin and 2.3% (5.6%)
in our high redshift bin , comparable for the two samples by design.
Our results in § 8.3 are consistent with these expected changes of
precision relative to the LOWZ and CMASS samples. Measure-
ments in the overlapping redshift bin are of course covariant with
those in the two independent bins, and we take this covariance (es-
timated from mock catalogues) into account when deriving cosmo-
logical constraints. See Table 2 for a summary of the combined
sample.

2.4 The NGC and SGC sub-samples

The DR12 combined sample is observed across the two Galactic
hemispheres, referred to as the Northern and Southern galactic caps
(NGC and SGC, respectively). As these two regions do not overlap,
they are prone to slight offsets in their photometric calibration. As
described in appendix A, we find good evidence that the NGC and
SGC subsamples probe slightly different galaxy populations in the
low-redshift part of the combined sample, and that this difference
is consistent with an offset in photometric calibration between the
NGC and the SGC (first reported by Schlafly & Finkbeiner 2011).
Having established the reason for the observed difference in clus-
tering amplitude, we decide not to re-target the SGC but rather to
simply allow sufficient freedom when fitting models to the clus-
tering statistics in each galactic cap, as to allow for this slight
change in galaxy population. In particular, the different Fourier-
space statistics are modelled with different nuisance parameters in
the two hemispheres, as appropriate for each method. Using fits of
the MD-Patchy mocks, we find that this approach brings no penalty
in uncertainty of fitted parameters. We refer the reader to the indi-
vidual companion papers for details on how this issue was tackled
in each case.
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We chose the binning that provides the strongest constraints on
the dark energy equation-of-state parameter wDE. It consists of
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counted every pair of BOSS galaxies, we also define an overlapping
redshift bin of nearly the same volume as the other two, covering
the redshift range 0.4 < z < 0.6. Using our mock catalogues,
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a 3.5% (9.6%) precision measurement of the transverse (line-of-
sight) BAO scale in the LOWZ sample and a 1.8% (4.3%) precision
measurement for the CMASS sample. With our chosen binning for
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in our high redshift bin , comparable for the two samples by design.
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sample.
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The DR12 combined sample is observed across the two Galactic
hemispheres, referred to as the Northern and Southern galactic caps
(NGC and SGC, respectively). As these two regions do not overlap,
they are prone to slight offsets in their photometric calibration. As
described in appendix A, we find good evidence that the NGC and
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low-redshift part of the combined sample, and that this difference
is consistent with an offset in photometric calibration between the
NGC and the SGC (first reported by Schlafly & Finkbeiner 2011).
Having established the reason for the observed difference in clus-
tering amplitude, we decide not to re-target the SGC but rather to
simply allow sufficient freedom when fitting models to the clus-
tering statistics in each galactic cap, as to allow for this slight
change in galaxy population. In particular, the different Fourier-
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in uncertainty of fitted parameters. We refer the reader to the indi-
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Figure 3. BAO signals in the measured post-reconstruction power spectrum (left panels) and correlation function (right panels) and predictions of the best-fit
BAO models (curves). To isolate the BAO in the monopole (top panels), predictions of a smooth model with the best-fit cosmological parameters but no BAO
feature have been subtracted, and the same smooth model has been divided out in the power spectrum panel. For clarity, vertical offsets of ±0.15 (power
spectrum) and ±0.004 (correlation function) have been added to the points and curves for the high- and low-redshift bins, while the intermediate redshift
bin is unshifted. For the quadrupole (middle panels), we subtract the quadrupole of the smooth model power spectrum, and for the correlation function we
subtract the quadrupole of a model that has the same parameters as the best-fit but with ✏ = 0. If reconstruction were perfect and the fiducial model were
exactly correct, the curves and points in these panels would be flat; oscillations in the model curves indicate best-fit ✏ 6= 0. The bottom panels show the
measurements for the 0.4 < z < 0.6 redshift bin decomposed into the component of the separations transverse to and along the line of sight, based on
x(p, µ) = x0(p) + L2(µ)x2(p), where x represents either s2 multiplied by the correlation function or the BAO component power spectrum displayed in the
upper panels, p represents either the separation or the Fourier mode, L2 is the 2nd order Legendre polynomial, p|| = µp, and p? =

p
p2 � µ2p2.

c
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1.2M massive galaxies (LRGs), 9.3k sq deg

Alam et al. (2017), MNRAS 470, 3; 1607.03155 
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Figure 6. Comparison of variance of monopole power spectrum, C00 for an [OIII] survey contaminated with H↵ with fractional con-
tamination fc = 0.2. Green crosses correspond to sample variance measured in bins of width �k = 0.005 h Mpc�1 from 500 log-normal
simulations using code described by Agrawal et al. (2017) with interlopers remapped by-hand as described in the text. Solid lines show
results of analytic calculations (Section 2). Consistency between the log-normal and analytic results provides a verification of the analytic
calculations when interlopers are included and integrals over µk need to be solved numerically. Results are similar for the variance of other
multipoles and covariance between multipoles, C``0 . Large deviations in the second and fourth bins are due to numerical instability in the
multipole-mixing matrix deconvolution applied to the power spectra estimated from the simulations, as explained in the text.
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3 METHODOLOGY

3.1 Clustering measurements

We study the clustering properties of the BOSS combined sample
by means of anisotropic two-point statistics in configuration and
Fourier space. Rather than studying the full two-dimensional cor-
relation function and power spectrum, we use the information con-
tained in their first few Legendre multipoles or in the clustering
wedges statistic (Kazin et al. 2012).

In configuration space, the Legendre multipoles ⇠`(s) are
given by

⇠`(s) ⌘

2` + 1
2

Z 1

�1

L`(µ)⇠(µ, s) dµ, (4)

where ⇠(µ, s) is the two-dimensional correlation function, L` is the
Legendre polynomial or order `, and µ is the cosine of the angle
between the separation vector s and the line-of-sight direction. The
power spectrum multipoles P`(k) are defined in an analogous way
in terms of the two-dimensional power spectrum P (µ, k)

P`(k) ⌘

2` + 1
2

Z 1

�1

L`(µ)P (µ, k) dµ, (5)

and are related to the configuration-space ⇠`(s) by

⇠`(s) ⌘

i`

2⇡2

Z 1

0

P`(k)j`(ks) k2dk, (6)

where j`(x) is the spherical Bessel function of order `. We use
the information from the monopole, quadrupole and hexadecapole
moments (` = 0, 2 and 4), which are a full description of the µ de-
pendence of ⇠(s, µ) in the linear regime and in the distant observer
approximation.

The configuration- and Fourier-space wedges, ⇠µ2
µ1

(s) and
Pµ2
µ1

(k) correspond to the average of the two-dimensional correla-
tion function and power spectrum over the interval �µ = µ2 �µ1,
that is

⇠µ2
µ1

(s) ⌘

1
�µ

Z µ2

µ1

⇠(µ, s) dµ (7)

and

Pµ2
µ1

(k) ⌘

1
�µ

Z µ2

µ1

P (µ, k) dµ. (8)

Here we define three clustering wedges by splitting the µ range
from 0 to 1 into three equal-width intervals. We denote these mea-
surements by ⇠3w(s) and P3w(k).

The information content of the multipoles and the wedges is
highly covariant, as they are related by

⇠µ2
µ1

(s) =
X

`

⇠`(s) L̄`, (9)

where L̄` is the average of the Legendre polynomial of order ` over
the µ-range of the wedge,

L̄` ⌘

1
�µ

Z µ+�µ

µ

L`(µ) dµ. (10)

More details on the estimation of these statistics using data from
the BOSS combined sample can be found in the supporting papers
listed in Table 1.

3.2 Parametrizing the Distance Scale

The BAO scale is measured anisotropically in redshift-space in
both the two-point correlation function and the power spectrum.
We measure the shift of the BAO peak position with respect to its
position in a fiducial cosmology, which directly gives the Hubble
expansion rate, H(z), and the comoving angular diameter distance,
DM (z), relative to the sound horizon at the drag epoch, rd (eq. 1).
We define the dimensionless ratios

↵? =
DM (z)rd,fid
Dfid

M (z)rd
, ↵k =

Hfid(z)rd,fid
H(z)rd

, (11)

to describe shifts perpendicular and parallel to the line of sight. The
anisotropy of galaxy clustering is also often parametrized using an
isotropically-averaged shift ↵ and a warping factor ✏ with

↵ = ↵
2/3
? ↵

1/3

k , ✏ + 1 =

✓
↵k

↵?

◆1/3

. (12)

Converting equation (12) to more physical quantities, we can define
a spherically-averaged distance DV (z) and an anisotropy parame-
ter (often referred to as the Alcock-Paczynski parameter) FAP(z)
as

DV (z) =

✓
D2

M (z)
cz

H(z)

◆1/3

, (13)

FAP(z) = DM (z)H(z)/c . (14)

Although these quantities are trivially interchangeable, we
will adopt in each section the most natural parametrization. In
particular, we quote our measurements in physical units: DA(z),
H(z), DV(z), FAP(z) and DM(z). We generally use ↵? and ↵k
when referring to studies and checks on our mock catalogues and
↵ and ✏ when describing our systematic error budget. In our fidu-
cial cosmological model, rd,fid = 147.78 Mpc, and convenient
approximations for the scaling of rd with cosmological parameters
(including neutrino mass) can be found in Aubourg et al. (2015).
Within ⇤CDM, the uncertainty in rd given Planck CMB constraints
is 0.2%, substantially smaller than our statistical errors. However,
changes to the pre-recombination energy density, such as additional
relativistic species or early dark energy, can change rd by altering
the age-redshift relation at early epochs.

4 MOCK CATALOGUES AND THE COVARIANCE
MATRIX

We use mock galaxy catalogues to estimate the covariance ma-
trix of our clustering measurements and to extensively test our
methods. For this work, we utilized two distinct methods of mock
galaxy creation: MultiDark-Patchy (hereafter MD-Patchy; Kitaura
et al. 2016) and Quick Particle Mesh (QPM; White et al. 2014).
MD-Patchy simulates the growth of density perturbations through
a combination of second-order Lagrange perturbation theory and
a stochastic halo biasing scheme calibrated on high-resolution N-
body simulations. QPM uses low-resolution particle mesh simu-
lations to evolve the density field, then selects particles from the
density field such that they match the one- and two-point statistics
of dark matter halos. Both mock algorithms then use halo occupa-
tion methods to construct galaxy density fields that match the ob-
served redshift-space clustering of BOSS galaxies as a function of
redshift. Each mock matches both the angular selection function of
the survey, including fibre collisions, and the observed redshift dis-
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3 METHODOLOGY

3.1 Clustering measurements
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⇠`(s) ⌘

2` + 1
2

Z 1

�1

L`(µ)⇠(µ, s) dµ, (4)
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between the separation vector s and the line-of-sight direction. The
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P`(k) ⌘

2` + 1
2

Z 1

�1

L`(µ)P (µ, k) dµ, (5)
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⇠`(s) ⌘
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2⇡2

Z 1

0

P`(k)j`(ks) k2dk, (6)
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pendence of ⇠(s, µ) in the linear regime and in the distant observer
approximation.

The configuration- and Fourier-space wedges, ⇠µ2
µ1

(s) and
Pµ2
µ1
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1
�µ

Z µ2

µ1

⇠(µ, s) dµ (7)
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Pµ2
µ1

(k) ⌘

1
�µ

Z µ2

µ1

P (µ, k) dµ. (8)

Here we define three clustering wedges by splitting the µ range
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Within ⇤CDM, the uncertainty in rd given Planck CMB constraints
is 0.2%, substantially smaller than our statistical errors. However,
changes to the pre-recombination energy density, such as additional
relativistic species or early dark energy, can change rd by altering
the age-redshift relation at early epochs.
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MATRIX

We use mock galaxy catalogues to estimate the covariance ma-
trix of our clustering measurements and to extensively test our
methods. For this work, we utilized two distinct methods of mock
galaxy creation: MultiDark-Patchy (hereafter MD-Patchy; Kitaura
et al. 2016) and Quick Particle Mesh (QPM; White et al. 2014).
MD-Patchy simulates the growth of density perturbations through
a combination of second-order Lagrange perturbation theory and
a stochastic halo biasing scheme calibrated on high-resolution N-
body simulations. QPM uses low-resolution particle mesh simu-
lations to evolve the density field, then selects particles from the
density field such that they match the one- and two-point statistics
of dark matter halos. Both mock algorithms then use halo occupa-
tion methods to construct galaxy density fields that match the ob-
served redshift-space clustering of BOSS galaxies as a function of
redshift. Each mock matches both the angular selection function of
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DM(z) and H(z) at redshift of galaxies etc. mean BAO measurements also 
sensitive to late-time physics (e.g., dark energy)



BAO in the Lyman-⍺ Forest of (e)BOSS 
quasar spectra at 2.0< z<3.5

Victoria de Sainte Agathe et al.: BAO from correlations of Ly↵ absorption in eBOSS DR14

Fig. 5. Definition of the coordinates of pixels used in the computation
of the correlation function. Absorbers i and j have angular separation ✓i j
and distance separation ri j. The radial separation rk,i j is the projection
of ri j on the median LOS and the transverse separation r?,i j is the LOS
perpendicular component of ri j, assuming the flat Pl2015 model (Table
2).

account di↵erences between the fitted quasar spectrum and the
individual spectrum of quasar q (these di↵erences appear at high
signal-to-noise). The functions ⌘(�) and ✏(�) correct for imper-
fections of the pipeline estimates and di↵erences between the
average and individual spectra, respectively.

Following Busca et al. (2013), the weights are corrected to
take into account the expected redshift dependence of the corre-
lation function amplitude:

wq(�) =
(�/�↵)�↵�1

�2
q(�)

(7)

where the Ly↵ bias redshift-evolution parameter, �↵ = 2.9 (Mc-
Donald et al. 2006) and �↵ is the Ly↵ restframe wavelength.

In practice, one starts with an initial estimate of the weights,
allowing a first estimate of the mean spectrum f̄ (�RF) (eqn. 2)
and the quasar parameters aq and bq (eqn. 3). The functions ⌘(�),
✏(�) and �LSS(�) are then fit and the mean spectrum is then re-
calculated with the new weights. This process is repeated until
stable values are obtained after about five iterations.

3.3. The correlation function

To compute the correlation function, we correlate absorption at
an observed wavelength �i in the LOS of a given quasar q, with
absorption at an observed wavelength � j in the LOS of another
quasar q0. Assuming the absorption is due to the Ly↵ transition,
one can compute, from the values of �i and � j, the redshifts zi
and z j of the matter absorbing these lines. Each pair of absorbers
(z, q) entering the computation defines a "pixel" in real space and
we call ri j the physical separation between two such pixels i and
j (see Fig. 5). This distance is calculated assuming the Pl2015
cosmology (Table 2). The distance ri j can be projected on the
radial and the transverse directions, leading to two components
rk,i j and r?,i j. These components can be expressed in terms of the
comoving distances D(zi) and D(z j) from us to absorbers i and j
and the subtended angle between the two LOS, ✓i j, as:

8>><
>>:

rk,i j =
⇣
D(z j) � D(zi)

⌘
cos
⇣
✓i j

2

⌘

r?,i j =
⇣
D(zi) + D(z j)

⌘
sin
⇣
✓i j

2

⌘ . (8)

We then define bins of (rk,i j, r?,i j) on a 2D grid. In practice,
the grid uses 2500 bins of dimensions 4h�1Mpc⇥ 4h�1Mpc over
0 < r? < 200h�1Mpc and 0 < rk < 200h�1Mpc. For a given
bin in this grid, A, we consider each pair of pixels (i, j) whose
rk and r? coordinates fall on this bin. The measured correlation
function in bin A reads:

⇠̂(A) =
P

(i, j)2A wiw j�̂i�̂ jP
(i, j)2A wiw j

, (9)

with wk ⌘ wqk (�k) and �̂k ⌘ �̂qk (�k).
We discard from the computation all pixel pairs belonging

to the same LOS, since two pixels belonging to the same quasar
spectrum are a↵ected in a correlated way by the fitting procedure
described in §3.1. Likewise, pixels belonging to the same half
plate at the same wavelength are excluded, to avoid unphysical
correlations induced by the extraction pipeline.

3.4. The covariance matrix

The covariance between two bins A and B is defined as:

CAB =
D
⇠̂A⇠̂B
E
�
D
⇠̂A
ED
⇠̂B
E
, (10)

where h....i denotes an ensemble average. Following Delubac
et al. (2015) and B17, we estimate equation (10) by dividing
the eBOSS footprint in Nh = 876 sky pixels, using the HEALPix
tessellation scheme (see Górski et al. 2005), and by equating the
ensemble averages of equation (10) with the weighted mean over
these sky pixels:

D
⇠̂A
E
⇡
P

h Wh
A⇠̂

h
AP

h Wh
A
, (11)

and

D
⇠̂A⇠̂B
E
⇡
P

h Wh
AWh

B⇠̂
h
A⇠̂

h
B⇣P

h Wh
A

⌘⇣P
h Wh

B

⌘ = W�1
A W�1

B

X

h

Wh
AWh

B⇠̂
h
A⇠̂

h
B, (12)

with Wh
A the sum of the weights of pairs in sky pixels h contribut-

ing to bin A. Similarly, ⇠hA is the correlation function of pairs in
sky pixels h that contribute to bin A.

In practice, for the computation of the correlation function,
a pair (i, j) is attributed to the sky pixel of the first quasar of the
pair, and the pair ( j, i) is never considered, insuring that a pair is
not counted twice in the calculation.

In this approximation, we assume that each sky pixel pro-
vides an independent realization of the � field. This statement is
not exactly true as correlations do exist between pairs in di↵erent
sky pixels, but these correlations are small (e.g., Delubac et al.
2015).

We thus compute the covariance matrix defined in equation
(10) using the following expression:

CAB =

P
h Wh

AWh
B(⇠̂hA⇠̂

h
B � ⇠̂A⇠̂B)

⇣P
h Wh

A

⌘⇣P
h Wh

B

⌘ , (13)

where ⇠̂A is given by (9). Due to the finite number of sky pixels,
the estimate (13) is noisy and must be smoothed before it can
be used in fits. We perform the smoothing by approximating the
correlation, CorrAB = CAB/

p
CAACBB, as a function of �rk =

|rA
k � rB

k | and �r? = |rA
? � rB

?| only, ignoring the small dependence
on rk and r?.

Article number, page 5 of 19

quasar

quasar
absorption cloud

A&A proofs: manuscript no. lyalybDR14

Fig. 8. Weighted combination between measured Ly↵(Ly↵)xLy↵(Ly↵) and Ly↵(Ly↵)xLy↵(Ly�) correlation functions along with the model best
fits in four ranges of µ = rk/r. The curves show the standard fit and the two fits with broadband terms defined by eqn. 32 with (imin, imax, jmax) =
(0, 2, 6) with and without additional priors, as described in the text.

↵k but does shift ↵? by 0.5� or 0.7� for fits with and without
physical priors. This e↵ect was already seen in B17 but, with
less significance. Figure 9 shows that in all cases the BAO peak
position is within one standard deviation of the prediction of the
Pl2015 model.

The fits described above of the Ly↵(Ly↵) ⇥ Ly↵(Ly↵) and
Ly↵(Ly↵) ⇥ Ly↵(Ly�) correlation functions are the primary re-
sults of this paper. We also performed fits with two redshift bins,
as described in Appendix B. Each of the two redshifts yielded
values of (↵k,↵?) that are within 1.2� of the Pl2015 model. (Fig.
B.2). We also fit the Ly↵(Ly↵) ⇥ Ly�(Ly�) correlation as de-
scribed in Appendix C. Adding the Ly� absorption data does not
add a significant signal to the BAO peak, but it does allow us to
measure the Ly� bias parameters.

Finally, we combine the measurement of Ly↵ auto-
correlation function of the present analysis with the Ly↵ - quasar
cross-correlation measurement of Blomqvist et al. (2019) by per-
forming a joint fit of the two correlation functions. We use the

baseline models of the two analyses and consider the errors to
be independent. The joint fit has 18 free parameters and the ef-
fective redshift is z = 2.34. The results are given in the column
four of Table 7 and the constraints on (↵?,↵k) in the right panel
of Fig. 9. From this combined fit, we obtain:
8>><
>>:
↵k = 1.049 +0.026

�0.025
+0.052
�0.051

↵? = 0.942 +0.032
�0.030

+0.067
�0.059

, (33)

corresponding to:
8>><
>>:

DH(2.34)/rd = 9.00 +0.22
�0.22

+0.45
�0.43

DM(2.34)/rd = 36.98 +1.26
�1.18

+2.63
�2.32

. (34)

The value of �2 for (↵k = 1,↵? = 1) is 4.99 greater than the best
fit. Using the confidence levels of Table D.1, we conclude that
the results of the combined fit are 1.7� from the predictions of
the Pl2015 model (Planck Collaboration et al. 2016).
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• 3-5% precision (compared to ~1% for BOSS LRGs)

• Probe decelerating, matter dominated universe



‘Uncalibrated’ BAO-only constraints
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Figure 1. Including BAO data substantially tightens CMB constraints on H0. The observables corresponding to the transverse and
line-of-sight BAO scale, DM rd,fid./rd, and H rd/rd,fid. (Section 2 and Table 1), are shown for redshift z = 0.61. The blue shaded contours
are the measurements from the final BOSS DR12 analysis (Alam et al. 2017). The different panels contain predictions from different,
essentially independent, CMB measurements assuming a flat ⇤CDM model, with MCMC samples color-coded by H0 in km s�1 Mpc�1.
The same ⌧ = 0.07 ± 0.02 prior is used in each case. The addition of the BAO tightens the H0 constraint by more than a factor of three
in the case of ACTPol or SPT data (Table 2). When combined with any current CMB data set the galaxy BAO disfavor the values of
H0 preferred by the distance ladder (73.24 ± 1.74 km s�1 Mpc�1; Riess et al. 2016) at moderate to high significance. The lower values
preferred by the high-multipole Planck data (the constraint from the samples shown in the top-right panel is 65.12± 1.45 km s�1 Mpc�1)
are also disfavored.

shifts the WMAP9+ACT+SPT+BAO14 H
0

con-
straint downwards by 0.61 km s�1 Mpc�1, a shift
comparable to the total uncertainty. This is dis-
cussed in more detail below.

(ii) A smaller shift of around 0.2 km s�1 Mpc�1

is due to different likelihood codes. We find
H

0

= 69.07 ± 0.70 km s�1 Mpc�1 using
WMAP9+ACT+SPT+BAO14. Our results were
obtained with the November 2016 versions of
CAMB11 and CosmoMC, while a different MCMC
code was used in B14. Furthermore, our imple-
mentation of the DR11 Ly↵ BAO constraint uses
the �2 look-up tables provided by BOSS12, whereas
B14 constructed a likelihood directly from values

11 http://camb.info/
12 http://darkmatter.ps.uci.edu/baofit/

reported by Delubac et al. (2015).

(iii) The ACTPol data have a stronger downward pull
on H

0

than ACT. Both ACT and ACTPol pre-
fer a lower H

0

value than WMAP alone (Sievers
et al. 2013; Louis et al. 2017). The SPT data pre-
fer a higher H

0

value than WMAP, and this prefer-
ence wins out in the combination with ACT. With
ACTPol, however, the downward pull is stronger,
and the resulting constraint shifts downwards from
69.98 ± 1.58 (WMAP9+ACT+SPT) to 69.08 ±
1.37 km s�1 Mpc�1 (WMAP+ACTPol+SPT). In
combination with the BAO the impact of using
ACTPol instead of ACT is subdominant to the
choice of BAO constraints.

(iv) The SDSS MGS BAO constraint at z
e↵

= 0.15 was
not used by B14. While the MGS measurement

70.08 ± 1.96

68.34 ± 0.67 

67.12 ± 2.67

67.23 ± 0.80 

65.12 ± 1.45

67.91 ± 0.66 

71.38 ± 3.09
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Breaking the BAO H0-rd degeneracy 
with baryon density constraint

• Need external constraint on baryon density to get H0 from BAO


• Want something independent from the CMB anisotropy


• Primordial deuterium abundance sensitive to baryon-to-photon ratio (assuming 

standard Big Bang nucleosynthesis - BBN - physics)


• Estimated using extremely metal-poor damped Lyα systems to ~1% precision

Cooke et al. (2018), ApJ 855, 102; 1710.11129

4.3. Intrinsic Scatter

Even though the seven measurements considered here show
no apparent trend with metallicity or H I column density, there
may still be an intrinsic scatter of these D/H measurements
that could be due to systematics that are currently unac-
counted for. Such an “excess” dispersion in D/H abundance
measurements was originally noted by Steigman (2001) for an
earlier, and more heterogeneous, sample of D/H values.
Indeed, a simple χ2 test reveals that these seven measures are
statistically consistent (i.e., within 2σ) of being drawn from a
constant D/H value. This suggests that the intrinsic scatter
among the measurements must be low, and we now explore
this in further detail.

Suppose that each measured D/H value, di, with uncertainty
σi has a corresponding “true” value, dT. The probability that a
given observation arises from the true value is given by

d d
d d
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2
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Similarly, if the true values are drawn from an “intrinsic”
distribution with central value DHP and scatter σ, the
probability that a true value is drawn from the intrinsic
distribution is
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Therefore, the probability of obtaining a measured D/H
value, di, given our intrinsic model is found by integrating over
all possible true values
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and the log-likelihood function is then given by

dlog Pr DH . 6
i

i P$ =
⎡
⎣⎢

⎤
⎦⎥( ∣ ) ( )

Using a brute force method, we solve for the parameter values
(DHP and σ) that maximize the likelihood function in
Equation (6), based on the seven measures listed in Table 3.

The maximum likelihood parameter values are

DH 4.5976 0.0072 7P = - ( )
0.027 95% confidence . 8-s ( ) ( )

Note that the intrinsic dispersion, σ, has a maximum likelihood
value of zero; we therefore quote a 2σ upper limit. The above
likelihood analysis indicates that there is very little intrinsic
scatter in our defined sample of consistently analyzed D/H
measures. We therefore speculate that the original excess
scatter noted by Steigman (2001) is probably due to a
combination of the different analysis techniques employed by
different authors and the use of absorption line systems that
were not well-suited for measuring D/H. Together, these
factors probably resulted in underestimates of the true errors in
the values of D/H reported.

5. Cosmological Consequences

5.1. The Primordial Deuterium Abundance

Based on the analysis above, we conclude that the seven D/H
measurements considered here are drawn from the same value,
and a weighted mean of these measures gives our best estimate of
the primordial deuterium abundance:20

log D H 4.5974 0.0052 910 P = -( ) ( )

or, expressed as a linear quantity:

10 D H 2.527 0.030. 105
P =( ) ( )

This value corresponds to a ∼1% determination of the
primordial deuterium abundance, and is shown in Figure 6
by the dashed and dotted horizontal lines to represent the 68%
and 95% confidence regions, respectively. Our determination
of the primordial deuterium abundance quoted here has not
changed much from our previous estimate in Cooke et al.
(2016); as discussed above, the new value is in mutual
agreement with the previous six measures and is of comparable
precision. We therefore conclude that the primordial deuterium
abundance quoted here is robust.

Figure 6. Our sample of seven high precision D/H measures (symbols with error bars); the green symbol represents the new measure that we report here. The
weighted mean value of these seven measures is shown by the red dashed and dotted lines, which represent the 68% and 95% confidence levels, respectively. The left
and right panels show the dependence of D/H on the oxygen abundance and neutral hydrogen column density, respectively. Assuming the Standard Model of
cosmology and particle physics, the right vertical axis of each panel shows the conversion from D/H to the universal baryon density. This conversion uses the
Marcucci et al. (2016) theoretical determination of the d p, He3g( ) cross-section. The dark and light shaded bands correspond to the 68% and 95% confidence bounds
on the baryon density derived from the CMB (Planck Collaboration et al. 2016).

20 These values and their errors are unaffected by the small error increases
resulting from the changes to our fitting procedure, as discussed in Sections 3.1
and 3.2.
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H0 from BAO+D/H
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Combining galaxy and Lyα BAO with D/H:

H0 = 67.32 ± 1.17 km s-1 Mpc-1

3.6σ lower than the distance ladder…

… and independent of CMB anisotropy 
measurements

d(p,γ)3He reaction rate uncertainty important:
empirical rate -> 68.19 ± 1.21 km s-1 Mpc-1

(3.1σ)

Big improvement compared to first BAO+D/H constraint 68.9 ± 3.0 km s-1 Mpc-1 

(Addison, Hinshaw & Halpern 2013, MNRAS 436, 1674; 1304.6984) 


[see also e.g., Aubourg et al. 2015, PhRvD 92, 12, 123516; 1411.1074 and 

Cuceu et al. 2019, 1906.11628] 



Galaxy, Ly⍺ BAO not in perfect agreement…
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But can switch Ly⍺ for other data and get similar result:

DES (2018, MNRAS 480, 3; 1711.00403)
67.4 ± 1.2 km s-1 Mpc-1

Planck CMB lensing (+ns prior, 2018; 1807.06210)
67.9 ± 1.3 km s-1 Mpc-1

Gamma-ray attenuation (2019; 1903.12097)
67.5 ± 1.5 km s-1 Mpc-1

Upcoming BAO from:


• eBOSS quasars (zeff~1.5, e.g., Ata et al. 2018, MNRAS 473, 4773, 1705.06373)

• eBOSS LRGs (zeff~0.72, Bautista et al. 2018, ApJ 863, 110, 1712.08064)

• DESI (bright z<0.4 galaxies, z<1 LRGs, z<1.6 ELGs, QSOs, Ly⍺)

• Euclid (planned June 2022 launch, primary target H⍺ ELGs at 0.9<z<1.8)



BAO + D/H

• D/H + CMB mean 
temperature (COBE/FIRAS) 
+BBN physics provides Ωbh2 


• Calculate rd as function of 
Ωm, Ωbh2, and H0 assuming 
ΛCDM


• Independent of CMB 
anisotropy 

• rd integral depends on early 
universe physics 

Inverse distance ladder

• Use rd constraint from e.g. 
WMAP or Planck 

• Constrain H0 using BAO, 
optionally other low-
redshift data (e.g. SNe)


• Test late-time expansion 
e.g. modifying dark energy


• rd from CMB depends on 
early universe physics

Addison, Hinshaw & Halpern (2013) Aubourg et al. (2015)
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H0 comparison (CMB + BAO)
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H0 tension is not (just) a Planck tension!

• Combining WMAP data with BAO gives 68.30 ± 0.72 km 
s-1 Mpc-1 (3.6σ lower than Riess et al. 2019, 4.2σ lower 
than SH0ES+H0LiCOW 2019; Wong et al. 2019)


• BAO + D/H gives 67.3 ± 1.2 km s-1 Mpc-1 (3.6σ / 4.0σ), 
independent of Planck or any CMB anisotropy data


• We would be in the same situation even if we had never 
seen Planck data!


• Implications for resolving tension: theory modification to 
high-multipole power spectrum can’t be main effect



Internal Planck tension?

• WMAP & Planck TT spectra in 
good agreement over multipole 
range accessible to WMAP 

• ~2.5σ tension in H0 from 
different multipole ranges in 
Planck, connected to pref for 
AL>1 in Planck TT


• But Hubble tension persists 
when adding BAO even if high 
multipoles discarded…

Addison et al. (2016), ApJ 818, 132, 1511.00055; Huang, Addison, et al. (2019), ApJ 869, 38; 1804.05428
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Figure 3. Marginalized 68.3% parameter constraints from fits to the ` < 1000 and ` � 1000 Planck TT spectra with di↵erent values of
the phenomenological lensing amplitude parameter, AL, which has a physical value of unity (dashed line). Increasing AL smooths out the
high order acoustic peaks, which improves agreement between the two multipole ranges. Note that a high value of AL is not favored by
the direct measurement of the �� lensing potential power spectrum (see text).

Figure 4. Constraints on �8⌦0.25
m from fits to the ` < 1000 and

` � 1000 Planck TT spectra, and to the Planck �� lensing spec-
trum. Results are shown as a function of the phenomenological
lensing amplitude parameter AL. The �� measurement constrains
the product AL(�8⌦0.25

m )2. A similar trend is apparent in the
` � 1000 constraint, where lensing has a significant e↵ect. For
` < 1000 the lensing e↵ect is small, resulting in almost no depen-
dence on AL. The ` < 1000 and �� constraints agree well for
the physical value of AL = 1 (dashed line). Increasing AL helps
reconcile the low-` and high-` constraints but does not improve
agreement between the high-` and �� constraints.

�8⌦0.25
m . As shown in Figure 4, there is no value of AL

that produces agreement between these data.

The �� spectrum featured prominently in the Planck

claim that the true value of ⌧ is lower than the value
inferred by WMAP (Planck Collaboration XIII 2015).
While a full investigation into ⌧ is deferred to future work
we note here that the e↵ect of the �� spectrum on ⌧
is completely dependent on the choice of temperature
and polarization data. The shift to lower ⌧ in the joint
Planck 2015 TT-�� fit is partly a reflection of the tension
discussed above. Adding the Planck �� spectrum to the
WMAP9 data, in contrast, leads to no measurable shift
in ⌧ at all, reflecting the fact that the �� spectrum and
WMAP temperature and polarization data (with ⌧ =
0.089±0.014) are in excellent agreement. Figure 5 shows
that, while some parameter constraints are tightened by
a factor of two over WMAP alone, the mean values shift
by < 0.25�.

3.2. Comparison With SPT

Planck Collaboration XVI (2014) reported moderate
to strong tension between cosmological parameters from
the SPT TT spectrum, measured over 2500 square de-
grees and covering 650  `  3000 (Story et al. 2013),
and the Planck TT spectrum. Planck Collaboration
XIII (2015) comment that this tension has worsened
for the Planck 2015 data. A detailed comparison of
these data sets is beyond the scope of this work, how-
ever we note that when we recalibrate the public SPT
spectrum to the full-sky Planck 2015 spectrum following
the method described by Story et al. (2013), using data
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Figure 4. Constraints on �8⌦0.25
m from fits to the ` < 1000 and

` � 1000 Planck TT spectra, and to the Planck �� lensing spec-
trum. Results are shown as a function of the phenomenological
lensing amplitude parameter AL. The �� measurement constrains
the product AL(�8⌦0.25

m )2. A similar trend is apparent in the
` � 1000 constraint, where lensing has a significant e↵ect. For
` < 1000 the lensing e↵ect is small, resulting in almost no depen-
dence on AL. The ` < 1000 and �� constraints agree well for
the physical value of AL = 1 (dashed line). Increasing AL helps
reconcile the low-` and high-` constraints but does not improve
agreement between the high-` and �� constraints.

�8⌦0.25
m . As shown in Figure 4, there is no value of AL

that produces agreement between these data.

The �� spectrum featured prominently in the Planck

claim that the true value of ⌧ is lower than the value
inferred by WMAP (Planck Collaboration XIII 2015).
While a full investigation into ⌧ is deferred to future work
we note here that the e↵ect of the �� spectrum on ⌧
is completely dependent on the choice of temperature
and polarization data. The shift to lower ⌧ in the joint
Planck 2015 TT-�� fit is partly a reflection of the tension
discussed above. Adding the Planck �� spectrum to the
WMAP9 data, in contrast, leads to no measurable shift
in ⌧ at all, reflecting the fact that the �� spectrum and
WMAP temperature and polarization data (with ⌧ =
0.089±0.014) are in excellent agreement. Figure 5 shows
that, while some parameter constraints are tightened by
a factor of two over WMAP alone, the mean values shift
by < 0.25�.

3.2. Comparison With SPT

Planck Collaboration XVI (2014) reported moderate
to strong tension between cosmological parameters from
the SPT TT spectrum, measured over 2500 square de-
grees and covering 650  `  3000 (Story et al. 2013),
and the Planck TT spectrum. Planck Collaboration
XIII (2015) comment that this tension has worsened
for the Planck 2015 data. A detailed comparison of
these data sets is beyond the scope of this work, how-
ever we note that when we recalibrate the public SPT
spectrum to the full-sky Planck 2015 spectrum following
the method described by Story et al. (2013), using data
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Figure 4. Constraints on �8⌦0.25
m from fits to the ` < 1000 and

` � 1000 Planck TT spectra, and to the Planck �� lensing spec-
trum. Results are shown as a function of the phenomenological
lensing amplitude parameter AL. The �� measurement constrains
the product AL(�8⌦0.25

m )2. A similar trend is apparent in the
` � 1000 constraint, where lensing has a significant e↵ect. For
` < 1000 the lensing e↵ect is small, resulting in almost no depen-
dence on AL. The ` < 1000 and �� constraints agree well for
the physical value of AL = 1 (dashed line). Increasing AL helps
reconcile the low-` and high-` constraints but does not improve
agreement between the high-` and �� constraints.

�8⌦0.25
m . As shown in Figure 4, there is no value of AL

that produces agreement between these data.

The �� spectrum featured prominently in the Planck

claim that the true value of ⌧ is lower than the value
inferred by WMAP (Planck Collaboration XIII 2015).
While a full investigation into ⌧ is deferred to future work
we note here that the e↵ect of the �� spectrum on ⌧
is completely dependent on the choice of temperature
and polarization data. The shift to lower ⌧ in the joint
Planck 2015 TT-�� fit is partly a reflection of the tension
discussed above. Adding the Planck �� spectrum to the
WMAP9 data, in contrast, leads to no measurable shift
in ⌧ at all, reflecting the fact that the �� spectrum and
WMAP temperature and polarization data (with ⌧ =
0.089±0.014) are in excellent agreement. Figure 5 shows
that, while some parameter constraints are tightened by
a factor of two over WMAP alone, the mean values shift
by < 0.25�.

3.2. Comparison With SPT

Planck Collaboration XVI (2014) reported moderate
to strong tension between cosmological parameters from
the SPT TT spectrum, measured over 2500 square de-
grees and covering 650  `  3000 (Story et al. 2013),
and the Planck TT spectrum. Planck Collaboration
XIII (2015) comment that this tension has worsened
for the Planck 2015 data. A detailed comparison of
these data sets is beyond the scope of this work, how-
ever we note that when we recalibrate the public SPT
spectrum to the full-sky Planck 2015 spectrum following
the method described by Story et al. (2013), using data

6

Figure 3. The correlation between WMAP9 (W ) and Planck 2015 (P ) binned TT power spectra, defined as the ratio of the diagonal
elements of the corrected analytic covariance between the combined spectra, to the square root of the product of the experimental variances.
The axis on the top shows the center multipole of each bin. The spiky structure in the first 80 bins is due to calibrating the analytic
covariance using the simulations, which introduces small random fluctuations. Left: Comparison of the correlation between WMAP9 and
di↵erent Planck 2015 frequency channels, with the WMAP9 best-fit spectrum as the fiducial spectrum. The WMAP mask uses 75% of the
sky while the sky fractions of the masks for Planck 100, 143, and 217 GHz are 66%, 57%, and 47%, respectively. The correlation falls o↵
at smaller scales as WMAP variance becomes dominated by noise. Planck masks with lower sky fraction produce lower correlation with
WMAP9. Right: We also compare the correlation between the combined spectra using di↵erent fiducial models for simulations, the best-fit
spectrum from WMAP9 ` � 30 data, and Planck 2015 ` � 30. In Section 4, we show that the choice of fiducial spectra makes a negligible
di↵erence.

for the same ` and m (see Appendix A), causing some
loss of information (e.g., Gruetjen & Shellard 2014). The
published WMAP9 likelihood package does not include
results analyzed using the MASTER method, so we gen-
erate another set of 4000 simulations with WMAP seven-
year (WMAP7) data properties and compare their spec-
trum variance to the result from inverting the Fisher ma-
trix in the WMAP7 likelihood code. The bottom panel
of Figure 4 shows the S/E ratio for WMAP7. Numeri-
cal di↵erences exist between our analytic calculation us-
ing the MASTER method and the approximation used
for the WMAP7 Fisher matrix, causing deviations from
unity in the S/E ratio. This di↵erence is unlikely to have
any significant e↵ect on our final results, because it is
smaller than the di↵erence between using the MASTER
method and using the C�1 method and even that does
not change our conclusion, as discussed below.
Going from MASTER method to C�1 reduces the

power spectrum variance by 7-17% as shown in Figure
31 of Bennett et al. (2013). This means our simulations
with MASTER overestimate the experimental variance
of WMAP9. Fortunately, this should not impact the
WMAP -Planck covariance, which is what we are using
the simulations to obtain, because the Planck analysis
used MASTER. The additional information about the
C`s gained from applying the C�1 estimator to WMAP

maps is therefore not present in the Planck 2015 power
spectra and should not lead to a reduction of theWMAP -
Planck covariance.
In Section 4 we test this argument by investigating

the e↵ect of di↵erent pixel weightings of the WMAP9
temperature maps on the WMAP -Planck covariance.
The di↵erent weighting schemes represent more extreme
changes in the WMAP9 TT uncertainties than changing

Cfid
` WMAP9 Pixel Weighting �2

di↵ PTE

WMAP9 Hybrid 141.8 0.35

Planck 2015 Hybrid 139.6 0.40

WMAP9 Uniform 150.7 0.18

WMAP9 Inv Noise 139.4 0.40

Table 2
�2
di↵ and PTE results for the observed power spectrum di↵erence,
with di↵erent fiducial input power spectra for simulations, and
di↵erent weighting schemes for WMAP9 maps. The degree of

freedom is 136. Three di↵erent weighting schemes are applied to
the simulated WMAP9 temperature maps. Uniform is when all
the pixels share the same weight. Inverse noise weighting weights
the pixels by their inverse noise variance. Hybrid is using uniform
weighting for `  600 and inverse noise for ` > 600. We find no

significant di↵erence in the values of �2
di↵ and PTE, using

di↵erent fiducial spectra or di↵erent weighting schemes. We
conclude that there is no significant di↵erence between the
observed WMAP9 and Planck 2015 TT spectra over their

common multipole range.

from MASTER to C�1, but do not lead to changes to
our conclusion about the consistency of the experiments.

4. QUANTIFYING CONSISTENCY

To compare results from WMAP9 and Planck 2015,
we need the power spectrum di↵erence array �Cb and
its associated covariance �⌃. The latter is given by

�⌃ = ⌃WW +⌃PP �⌃WP �⌃PW (5)

and �Cb = COBS
W,b � COBS

P,b is the observed di↵erence of
binned power spectra in the common range of `, provided



Hypothesis: missing physics in early universe

• Let’s take data at face value: 
H0 really is (say) 73 km s-1 
Mpc-1

• Uncalibrated SNe and BAO 
agree well for late-time relative 
expansion, combined 
constraint Ωm=0.300 ± 0.014

Impact of BAO on H
0

9

Figure 3. Left: Comparison of BAO-only constraints in the flat ⇤CDM model. Contours containing 68 and 95% of MCMC samples are
shown for galaxy (ze↵  0.61) and Ly↵ forest (ze↵ � 2.3) BAO separately and in a joint fit using the BAO data listed in Table 1. In flat
⇤CDM the late-time expansion rate is determined only by ⌦m, with H0rd acting as an overall expansion normalization. Right: Comparison
of ⌦m constraints from BAO, CMB and SNe measurements. The SNe constraint is from the “joint light-curve analysis” (JLA) presented
by Betoule et al. (2014). While the combined BAO fit produces a tight constraint ⌦m = 0.293 ± 0.020, in agreement with the CMB and
SNe determinations, there is a 2.4� tension between the galaxy and Ly↵ BAO, which individually prefer higher and lower values of ⌦m,
respectively.

Table 3
⇤CDM constraints from the BAO+D/H fits, using either the theoretical or empirical d(p, �)3He reaction rate, with CMB anisotropy

constraints from WMAP and Planck included for comparison

Parameter BAO+D/H BAO+D/H WMAP 9-year Planck 2016
(theoretical) (empirical)

100⌦bh
2 2.156± 0.020 2.257± 0.034 2.265± 0.049 2.215± 0.021

100⌦ch2 10.94± 1.20 11.19± 1.29 11.37± 0.46 12.07± 0.21
100✓MC 1.0292± 0.0168 1.0320± 0.0173 1.04025± 0.00223 1.04076± 0.00047
H0 [km s�1 Mpc�1] 66.98± 1.18 67.81± 1.25 69.68± 2.17 66.89± 0.90
⌦m 0.293± 0.019 0.293± 0.020 0.283± 0.026 0.321± 0.013
rd [Mpc] 151.6± 3.4 149.2± 3.6 148.49± 1.23 147.16± 0.48

knowledge of BBN physics provides a constraint on ⌦bh
2.

Precise estimates of the primordial deuterium abundance
have been made in recent years using extremely metal-
poor damped Lyman-↵ (DLA) systems along sight lines
to high-redshift quasars (e.g., Pettini & Cooke 2012;
Cooke et al. 2014, 2016; Riemer-Sørensen et al. 2017).
Cooke et al. (2016; hereafter C16) report

105D
I

/H
I

= 2.547± 0.033 (5)

by combining six such systems. The d(p, �)3He reaction
rate plays a key role in the conversion from D/H to ⌦bh

2.
Using the theoretical calculation for this rate from Mar-
cucci et al. (2016), C16 find

100⌦bh
2 = 2.156± 0.020

(D/H, theoretical rate),
(6)

which is > 2� lower than the Planck value (assuming a
standard ⇤CDM model throughout). Using instead an
empirically derived d(p, �)3He rate, C16 find

100⌦bh
2 = 2.260± 0.034

(D/H, empirical rate),
(7)

which has a larger uncertainty but is in better agree-
ment with CMB-derived values. We performed fits to
the galaxy plus Ly↵ BAO data with the addition of each
of the Gaussian priors on ⌦bh

2 in (6) and (7) in turn.
We show parameter constraints in Table 3, including the
WMAP 9-year and Planck 2016 CMB anisotropy con-
straints for comparison.

In the BAO+D/H fits, ⌦bh
2 is driven solely by the D/H

prior, as expected, and ⌦m matches the BAO-only value.
While the choice of the d(p, �)3He reaction rate signifi-
cantly impacts the value of ⌦bh

2, it has a reduced im-
pact on the inferred H

0

, because rd only depends weakly
on ⌦bh

2 (Eisenstein & Hu 1998; Addison et al. 2013).
Specifically, replacing the theoretical rate with the em-
pirical one shifts the center of the ⌦bh

2 distribution by
5.2 times the original uncertainty, but shifts the H

0

dis-
tribution by only 0.7 times the original uncertainty. Our
BAO+D/H results for H

0

are more robust to the choice
of rate than one might expect from the ⌦bh

2 difference.
The H

0

values listed in Table 3 from the BAO+D/H
fits have uncertainties of around 1.8% and are 3.0 and
2.5� lower than the R16 distance ladder value of 73.24±

Addison et al. (2018)

Assume new physics takes Planck + BAO ‘early universe’ 
constraint from ΛCDM values to H0=73, Ωm=0.3



Hypothesis: missing physics in early universe

• Getting from H0 of 67.66 ± 0.42 
(Planck 2018 + BAO) to 73 km s-1 
Mpc-1 is 13σ

• In 2D it’s even further (65σ) to 
get to (73, 0.3)

Planck Collaboration: Cosmological parameters
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Fig. 17. Inverse distance-ladder constraints on the Hubble pa-
rameter and ⌦m in the base-⇤CDM model, compared to the re-
sult from the full Planck CMB power spectrum data. BAO con-
strains the ratio of the sound horizon at the epoch of baryon
drag and the distances; the sound horizon depends on the
baryon density, which is constrained by the conservative prior
of ⌦bh2 = 0.0222 ± 0.005, based on the measurement of D/H
by Cooke et al. (2018) and standard BBN with modelling un-
certainties. Adding Planck CMB lensing constrains the matter
density, or adding a conservative Planck CMB “BAO” measure-
ment (100✓MC = 1.0409±0.0006) gives a tight constraint on H0,
comparable to that from the full CMB data set. Grey bands show
the local distance-ladder measurement of R18. Contours contain
68 % and 95 % of the probability. Marginalizing over the neu-
trino masses or allowing dark energy equation of state parame-
ters w0 > �1 would only lower the inverse distance-ladder con-
straints on H0. The dashed contours show the constraints from
the data combination BAO+JLA+D/H BBN.

values as more data are included. The green contours show the
constraints from BAO and the Pantheon SNe data, together with
a BBN constraint on the baryon density (⌦bh2 = 0.0222±0.005)
based on the primordial deuterium abundance measurements
of Cooke et al. (2018, see Sect. 7.6). The dashed contours in
this figure show how the green contours shift if the Pantheon
SNe data are replaced by the JLA SNe sample. Adding Planck
CMB lensing (grey contours) constrains ⌦mh2 and shifts H0
further away from the R18 measurement. Using a “conserva-
tive” Planck prior of 100✓MC = 1.0409 ± 0.0006 (which is
consistent with all of the variants of ⇤CDM considered in this
paper to within 1�, see Table 5) gives the red contours, with
H0 = (67.9 ± 0.8) km s�1Mpc�1 and ⌦m = 0.305 ± 0.001,
very close to the result using the full Planck likelihood (blue
contours). Evidently, there is a significant problem in matching
the base-⇤CDM model to the R18 results and this tension is not
confined exclusively to the Planck results.

The question then arises of whether there is a plausible ex-
tension to the base-⇤CDM model that can resolve the discrep-
ancy. Table 5 summarizes the Planck constraints on H0 for vari-
ants of ⇤CDM considered in this paper. H0 remains discrepant
with R18 in all of these cases, with the exception of models in
which we allow the dark energy equation of state to vary. For
models with either a fixed dark energy equation-of-state param-

eter, w0, or time-varying equation of state parameterized by w0
and wa (see Sect. 7.4.1 for definitions and further details), Planck
data alone lead to poor constraints on H0. However, for most
physical dark energy models where pde � �⇢de (so w0 > �1),
and the density is only important after recombination, H0 can
only decrease with respect to ⇤CDM if the measured CMB
acoustic scale is maintained, making the discrepancy with R18
worse. If we allow for w0 < �1, then adding BAO and SNe
data is critical to obtain a useful constraint (as pointed out by
Aubourg et al. 2015), and we find
H0 = (68.35 ± 0.82) km s�1Mpc�1, (w0 varying), (31a)
H0 = (68.34 ± 0.83) km s�1Mpc�1, (w0,wa varying), (31b)
for the parameter combination Planck TT,TE,EE+lowE+lensing
+BAO+Pantheon. Modifying the dark energy sector does not re-
solve the discrepancy with R18.

If the di↵erence between base ⇤CDM and the R18 mea-
surement of H0 is caused by new physics, then it is unlikely to
be through some change to the late-time distance-redshift rela-
tionship. Another possibility is a change in the sound horizon
scale. If we use the R18 measurement of H0, combined with
Pantheon supernovae and BAO, the acoustic scale is rdrag =
(136.4 ± 3.5) Mpc. The di�culty is to find a model that can
give this much smaller value of the sound horizon (compared
to rdrag = (147.05 ± 0.3) Mpc from Planck TT,TE,EE+lowE in
⇤CDM), while preserving a good fit to the CMB power spec-
tra and a baryon density consistent with BBN. We discuss some
extensions to ⇤CDM in Sect. 7.1 that allow larger H0 values
(e.g., Ne↵ > 3.046); however, these models are not preferred
by the Planck data, and tend to introduce other tensions, such
as a higher value of �8. 20 This emphasizes the need for in-
dependent methods of measuring the distance scale, for exam-
ple, gravitational-lensing time delays (Suyu et al. 2013), distant
megamasers (Gao et al. 2016, and references therein) and in the
future from gravitational-wave standard sirens (Holz & Hughes
2005; Abbott et al. 2017; Chen et al. 2017; Feeney et al. 2018b).

5.5. Weak gravitational lensing of galaxies

The distortion of the shapes of distant galaxies by lensing due to
large-scale structure along the line of sight is known as galaxy
lensing or cosmic shear (see e.g., Bartelmann & Schneider 2001,
for a review). It constrains the gravitational potentials at lower
redshift than CMB lensing, with tomographic information and
completely di↵erent systematics, so the measurements are com-
plementary. Since the source galaxy shapes and orientations are
in general unknown, the lensing signal is a small e↵ect that can
only be detected statistically. If it can be measured robustly it
is a relatively clean way of measuring the Weyl potential (and
hence, in GR, the total matter fluctuations); however, the bulk
of the statistical power comes from scales where the signal is
significantly nonlinear, complicating the cosmological interpre-
tation. The measurement is also complicated by several other
issues. Intrinsic alignment between the shape of lensed galaxies
and their surrounding potentials means that the galaxy shape cor-
relation functions actually measure a combination of lensing and

20To obtain simultaneously higher values of H0, lower values of
�8, and consistent values of ⌦m it is necessary to invoke less com-
mon extensions of the ⇤CDM model, such as models featuring non-
standard interactions in the neutrino, dark-matter, and/or dark-radiation
sector (see e.g., Lesgourgues et al. 2016; Archidiacono et al. 2016;
Lancaster et al. 2017; Oldengott et al. 2017; Di Valentino et al. 2018;
Buen-Abad et al. 2018). Such models are likely to be highly constrained
by the Planck, BAO, and supernova data used in this paper.
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But then why does ΛCDM fit so well?!

– 100 –

Fig. 32.— The nine-year WMAP TT angular power spectrum. The WMAP data are in

black, with error bars, the best fit model is the red curve, and the smoothed binned cosmic
variance curve is the shaded region. The first three acoustic peaks are well-determined.

(A color version of this figure is available in the online journal.)
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck
TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, cEE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:
adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent

estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣

cEE
100

⌘

EE fit
= 1.021;

⇣

cEE
143

⌘

EE fit
=

0.966; and
⇣

cEE
217

⌘

EE fit
= 1.040. The CamSpec likelihood, de-

scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E
spectra,

⇣

cEE
100

⌘

TE fit
= 1.04,

⇣

cEE
143

⌘

TE fit
= 1.0, and

⇣

cEE
217

⌘

TE fit
=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
parameters compared with ignoring spectrum-based polariza-
tion e�ciency corrections entirely; the largest of these shifts
are +0.5� in !b, +0.1� in !c, and +0.3� in ns (to be com-
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• WMAP shrunk allowed 6D ΛCDM 
parameter space by few x 104 (Bennett 
et al. 2013)


• Planck added another factor ~300


• Also CMB mean temperature (COBE/
FIRAS), BBN, BAO…


• Consistent message from data 
actually sensitive to early 
universe: ΛCDM good fit


• Deviations from ΛCDM in early 
universe likely to be ‘small’



Requests for data analysts!

• More reproducibility! Allocate resources to write, test, 
document likelihood codes.


• Release more low-level data products where fewer 
choices and assumptions have been made (e.g., binned 
two-point clustering measurements rather than just final 
BAO scale…)


• Make it clear where cosmology dependence enters 
analysis! E.g., choice of fiducial models, input for 
simulations, estimating uncertainties / covariance, etc.



Requests for theorists!

• Make calculations reproducible! Preferably as public 
modifications to standard codes (e.g., CAMB, CLASS).


• Calculate forecasts for observables beyond current 
experiments: Where can we test / falsify your models? 
Where are deviations from ΛCDM most apparent?


• E.g., Large-scale structure: how different is the matter power 
spectrum at 0<z<2 (check with DESI, Euclid, WFIRST, etc.)?


• E.g., Future CMB: how will more precise TE, EE, lensing 
measurements help? (lots of room for improvement over 
Planck with Adv. ACTPol, SPT-3G, Simons Obs., CMB-S4)



Conclusions
• BAO scale measurements alone cannot constrain H0, need 

external information to break degeneracy with sound horizon 
at drag epoch, rd


• Hubble tension is not a Planck tension! ΛCDM H0 from other 
CMB+BAO, or BAO+D/H, in 4σ+ tension w/SH0ES & 
H0LiCOW 2019


• Hard to resolve tension with late-time modification (see e.g., 
inverse distance ladder), requires contrived w(z), H(z) etc.


• But data sensitive to early universe (CMB, BBN, BAO) in 
good agreement with ΛCDM; no evidence for large deviation

So what is going on?


