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Figure 1: Conformational ensemble of Chromosome 10 generated from simulations. (a)
Hierarchical clustering dendrogram of sampled structures. The distance between leaf nodes
(structures) k and l was given by DRMSk,l, and the distance between two clusters K and L
was defined as maxk2K,l2L {DRMSk,l}. Lei, please enlarge the dendrogram along the y-axis
(b) Centroid structures of the five most populated clusters in rainbow coloring scheme, when
we set the criterion value of inter-cluster distance DRMSc to 4.5. The centroid structure kc
of cluster K minimizes

P
k2K DRMSkc,k. We do not need c.

measure, defined in terms of the distance-based root-mean-squared deviation (DRMS),

DRMS↵,� =
2

N(N � 1)

X

i>j

(r↵i,j � r�i,j)
2 (1)

allows us to quantify the similarity between two conformations.44,45 We used DRMS par-

tition all the chromosome conformations into multiple clusters. In this clustering method,

two chromosome structures, say ↵ and �, less than a cut-off value (DRMS↵,� < DRMSc) are

considered similar and are grouped into the same cluster. The hierarchical clustering can

be carried out by repeating this procedure for varying value of DRMSc. As shown in the

dendrogram (Fig. 1a), the ensemble is decomposed into many clusters, whose rank distribu-

tion of size displays a gradual decrease (Fig. 8. Compare the result with that from other

clustering method46). With a large value of DRMSc (= 4.5 ⇡ hDRMSi), distinction between

the structures belonging to different clusters is visually clear (Fig. 1b), suggesting that the
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1. Chromosomes with homopolymer models 

• Some basics of polymer physics.  

• Equil./Crumpled globules, Chain organization (Random Walk, 
Space filling), Effects of confinement.   

2. Chromosomes with heteropolymer models  

• Chromosome structure from Hi-C (Heterogeneous loop model) - 
structure/function relationship 

• Spatiotemporal dynamics of chromatin chain (with an emphasis 
on chromatin chain organization).  

 2



Collaborators in chromosome/polymer related projects 

• Hongsuk Kang (NIST) 
• Guang Shi (UT Austin) 
• Dave Thirumalai (UT Austin) 
• Fyl Pincus (UCSB) 
• Bae-Yeun Ha (Waterloo Univ.) 
• Youngkyun Jung (KISTI)

• Lei Liu (→Zhejiang Univ. Sci. Tech.) 
• Ji Hyun Bak (→ UC Berkeley) 
• Min Hyeok Kim (→ Samsung)

KIAS



1. Chromosomes with Homopolymers



Some basics of polymer physics
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where the approximation hc
n
i ⇡ hci

n is used. This rationalizes the Flory-type free energy

for a polymer chain.

7

partition function for the chain is written as

Z = e
��F =

Z
D[r(s)]e��He↵ ⇠ he

��He↵i � e
��hHe↵i, (7)

where h. . .i =
R
D[r(s)](...)R
D[r(s)] is the average over all realizations of the polymer configurations,

and the last relation employs Jensen’s inequality for convex functions. Hence, the free energy

of the polymer chain is obtained by minimizing the e↵ective energy hamiltonian.

�F  �hHe↵i (8)

Employing the density (or concentration) fields, c(R) =
R
L

0
ds�

d[r(s) � R], the pairwise

interaction may be rewritten as,32

Z
L

0

ds

Z
L

0

ds
0
�
d[r(s) � r(s0)] =

Z
d
d
R

Z
L

0

ds�
d[r(s) � R]

| {z }
=c(R)

Z
L

0

ds
0
�
d[r(s0) � R]

| {z }
=c(R)

=

Z
d
d
Rc

2(R) (9)

Thus, the average of energy hamiltonian is given by

�F  �hHe↵i =
1

2

DZ
L

0

✓
@r

@s

◆2

ds

E
+

B2

2!

Z
d
d
Rhc

2(R)i +
B3

3!

Z
d
d
Rhc

3(R)i + · · ·

⇡
1

2

✓
R

2

Na2

◆
+

B2

2!
hci

2
R

d +
B3

3!
hci

3
R

d + · · ·

⇡
1

2

R
2

Na2
+

B2

2!

N
2

Rd
+

B3

3!

N
3

R2d
+ · · · (10)

where the approximation hc
n
i ⇡ hci

n is used. This rationalizes the Flory-type free energy

for a polymer chain.

7

hci = N

Rd
<latexit sha1_base64="XXmMDvk9V11jgcCb20aYJ7yw61A=">AAACB3icbZDLSsNAFIYnXmu9RV0KMlgEVyVRQTdC0Y0rqWIv0MQymZ60QyeTMDMRSsjOja/ixoUibn0Fd76N08tCW38Y+PjPOZw5f5BwprTjfFtz8wuLS8uFleLq2vrGpr21XVdxKinUaMxj2QyIAs4E1DTTHJqJBBIFHBpB/3JYbzyAVCwWd3qQgB+RrmAho0Qbq23veZyILgdMPTmCcy+UhGbXeXZ738nbdskpOyPhWXAnUEITVdv2l9eJaRqB0JQTpVquk2g/I1IzyiEveqmChNA+6ULLoCARKD8b3ZHjA+N0cBhL84TGI/f3REYipQZRYDojontqujY0/6u1Uh2e+RkTSapB0PGiMOVYx3gYCu4wCVTzgQFCJTN/xbRHTA7aRFc0IbjTJ89C/ajsHpedm5NS5WISRwHton10iFx0iiroClVRDVH0iJ7RK3qznqwX6936GLfOWZOZHfRH1ucPNtKZhw==</latexit>

hcni ⇡ hcin
<latexit sha1_base64="tvLexZVf3OlIefRD0yCUe2b9+ns=">AAACFXicbVDLSgMxFM34rPVVdekmWAQXUmZU0GXRjcsK9gGdacmkmTY0k4QkI5ahP+HGX3HjQhG3gjv/xnQ6iLYeCBzOOZebe0LJqDau++UsLC4tr6wW1orrG5tb26Wd3YYWicKkjgUTqhUiTRjlpG6oYaQlFUFxyEgzHF5N/OYdUZoKfmtGkgQx6nMaUYyMlbqlY58h3mcE4g73VUZ9JKUS9/DHyfWOjZfdipsBzhMvJ2WQo9Ytffo9gZOYcIMZ0rrtudIEKVKGYkbGRT/RRCI8RH3StpSjmOggza4aw0Or9GAklH3cwEz9PZGiWOtRHNpkjMxAz3oT8T+vnZjoIkgpl4khHE8XRQmDRsBJRbBHFcGGjSxBWFH7V4gHSCFsbJFFW4I3e/I8aZxUvNOKe3NWrl7mdRTAPjgAR8AD56AKrkEN1AEGD+AJvIBX59F5dt6c92l0wcln9sAfOB/fEcmfYQ==</latexit>

Flory free energy

⇡ 3

2

✓
R2

Na2

◆
+

B2

2!
hci2Rd +

B3

3!
hci3Rd + · · ·

<latexit sha1_base64="UQsjxHAumHeAh8DxO9WW+wLvOwY=">AAACanicbZHfTtswFMadjG3Qja1jEmjixls3CTSpStJK2yWCG64QQysgNW114jithWNH9sm0KsoFr8gdT8DNHmJuWk0MOJKtT7/z+d/npJDCYhDcev6ztecvXq5vtF693nzztv1u69zq0jA+YFpqc5mA5VIoPkCBkl8WhkOeSH6RXB0t+he/uLFCq584L/goh6kSmWCADk3a1zEUhdG/aZwZYFWvrqI6ljzDvSU4G0d1dQJujo2YznD/65IfThyPPjovqKnklMWmEePobJz+87jtek94erQxsVSjbU3anaAbNEUfi3AlOmRVp5P2TZxqVuZcIZNg7TAMChxVYFAwyetWXFpeALuCKR86qSDndlQ1UdX0iyMpzbRxQyFt6P0VFeTWzvPEOXPAmX3YW8CnesMSs++jSqiiRK7Y8qCslBQ1XeROU2E4Qzl3ApgR7q6UzcDFhO53FiGED5/8WJxH3bDf7f/odw4OV3Gsk13yieyRkHwjB+SYnJIBYeTO2/S2vR3vj7/lf/B3l1bfW615T/4r//Nf6Ou52g==</latexit>

=
3

2

✓
R2

Na2

◆
+

B2

2!

N2

Rd
+

B3

3!

N3

R2d
+ · · ·

<latexit sha1_base64="SDV5gjsEp8Vplva8uHG1pt/OYLQ=">AAACWnicbVFbS8MwGE3rfd7m5c2X6BAUYbTdQF+EMV98EhWnwjpHmqZbWHox+SqM0j/piwj+FcF0Hd4/SDg553y5nHiJ4Aos69UwZ2bn5hcWlyrLK6tr69WNzVsVp5KyDo1FLO89opjgEesAB8HuE8lI6Al2543OCv3uiUnF4+gGxgnrhWQQ8YBTAprqVx9PsRtIQrNGnjm5K1gAByVx/eDk2QXRsyv5YAiHRyXf7mve2c3L1UXhun7w809Vb9T4UhuFmjl+rg3Uj0FV+tWaVbcmhf8CewpqaFqX/eqz68c0DVkEVBCluraVQC8jEjgVLK+4qWIJoSMyYF0NIxIy1csm0eR4XzM+DmKpRwR4wn7vyEio1Dj0tDMkMFS/tYL8T+umEJz0Mh4lKbCIlgcFqcAQ4yJn7HPJKIixBoRKru+K6ZDoUED/RhGC/fvJf8GtU7eb9eZVs9ZqT+NYRDtoDx0gGx2jFjpHl6iDKHpB78a8sWC8maa5ZC6XVtOY9myhH2VufwBUb7So</latexit>

�He↵ =
3

2

Z L

0

✓
@r

@s

◆2

ds+
B2

2!

Z
d
d
Rc

2(R) +
B3

3!

Z
d
d
Rc

3(R) + · · ·

<latexit sha1_base64="tdmt97XSSEIRfQcdhypZ7aQQniI=">AAACh3icbVHLbhMxFPUMBdrwCrBkY4iQUpDSmUkE3SCVdtMFi1KRtlKcjDye68Sq5yH7DiIaza/wUd31b+pMooq2XMnS0Tn35XOTUiuLQXDt+Y+2Hj95ur3Tefb8xctX3ddvzmxRGQFjUejCXCTcglY5jFGhhovSAM8SDefJ5dFKP/8Nxqoi/4XLEqYZn+dKKsHRUXH3L0sAOT2Oa4bwB2uQsmm+MWm4qIdNHTVM5RgHsx9Mg8T+WmAlN6i4rlkiqWmaW4Lahhk1X+DuLErt53X2YRy5Ru/bTjSdpadiFvVPd29VN2Z4Rx22qkgLtHG3FwyCNuhDEG5Aj2ziJO5esbQQVQY5Cs2tnYRBidN6tZ7Q0HRYZaHk4pLPYeJgzjOw07r1saEfHZNSWRj33DYt+29FzTNrl1niMjOOC3tfW5H/0yYVyv1prfKyQsjFepCsNMWCro5CU2VAoF46wIVRblcqFtzZg+50HWdCeP/LD8FZNAhHg9HPUe/gcGPHNnlHPpA+CclXckCOyQkZE+FteZ+8oTfyd/w9/4u/v071vU3NW3In/O83DCHECQ==</latexit>

partition function for the chain is written as

Z = e
��F =

Z
D[r(s)]e��He↵ ⇠ he

��He↵i � e
��hHe↵i, (7)

where h. . .i =
R
D[r(s)](...)R
D[r(s)] is the average over all realizations of the polymer configurations,

and the last relation employs Jensen’s inequality for convex functions. Hence, the free energy

of the polymer chain is obtained by minimizing the e↵ective energy hamiltonian.

�F  �hHe↵i (8)

Employing the density (or concentration) fields, c(R) =
R
L

0
ds�

d[r(s) � R], the pairwise

interaction may be rewritten as,32

Z
L

0

ds

Z
L

0

ds
0
�
d[r(s) � r(s0)] =

Z
d
d
R

Z
L

0

ds�
d[r(s) � R]

| {z }
=c(R)

Z
L

0

ds
0
�
d[r(s0) � R]

| {z }
=c(R)

=

Z
d
d
Rc

2(R) (9)

Thus, the average of energy hamiltonian is given by

�F  �hHe↵i =
1

2

DZ
L

0

✓
@r

@s

◆2

ds

E
+

B2

2!

Z
d
d
Rhc

2(R)i +
B3

3!

Z
d
d
Rhc

3(R)i + · · ·

⇡
1

2

✓
R

2

Na2

◆
+

B2

2!
hci

2
R

d +
B3

3!
hci

3
R

d + · · ·

⇡
1

2

R
2

Na2
+

B2

2!

N
2

Rd
+

B3

3!

N
3

R2d
+ · · · (10)

where the approximation hc
n
i ⇡ hci

n is used. This rationalizes the Flory-type free energy

for a polymer chain.
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where the approximation ⟨cn⟩ ≈ ⟨c⟩n is used. This rationalizes
the Flory-type free energy for a polymer chain.
The Flory free energy of a confined chain in a slit is given by
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n n
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(11)

with the monomer density c ∼ N/V and the volume of the
confined polymer given by V ∼ R||

2D. At good solvent
condition, B2 ∼ τa3 > 0 with τ = (T − TΘ)/TΘ. A marginal
solvent close to the Θ condition has 0 ≲ τ < 1. The Flory free
energy of a confined chain is

β ∼ + ! + ···||

||
F

R
Na

B N
R D2

2

2
2

2

2
(12)

Minimization of this free energy with respect to R|| leads to
R||
SAW ∼ τaN3/4(a/D)1/4.
On the other hand, at the Θ point, B2 ∼ τa3 = 0 because of τ

= (T − TΘ)/TΘ = 0.15 In this case, it is tempting to consider
the Flory free energy of the confined chain as

β ∼ + ! + ···||

||
F

R
Na

B N
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2

2
3

3

2 2
(13)

While minimization of this free energy gives rise to R||
ΘF ∼

aN2/3(a/D)1/3, the exponent νF = 2/3 ≈ 0.667 differs
significantly from the exact value ν = 4/7 ≈ 0.571.27

The above type of argument using the Flory free energy
requires extra care and in fact cannot be applied for studying
Θ-chain in d ≤ 2 because of the following. In eq 10, R ∼ N1/2

near Θ condition gives rise to the higher order virial terms that
scale with N as

∼

∼

∼

−

−

− −

F B N

F B N

F B N

d

d

n n
n n d

2 2
2 /2

3 3
3

( 1) /2
(14)

This consideration engenders several key messages:
(i) In three dimensions (d = 3) and for N ≫ 1, the second

virial term is the most dominant in the entire virial series (F2 ∼
N1/2 ≫ F3 ∼ N0 ≫ Fn). More precisely, for Θ-chain (R2 ∼
a2N), the third virial term yields a logarithmic contribution to

the free energy ( ∫π π∼ ∼F B c R R B a N4 d (2 / )log
R

R
3 3

3 2
3

6

min

max ).

For this reason, as long as N ≫ 1, it suffices to inspect the
value of second virial coefficient to assess how close the system
is to the Θ-solvent condition.
(ii) Even in the case where B2(T) precisely vanishes (B2(T)

= 0, tricritical point), the higher order virial terms still
contribute to determining the polymer configuration. Specif-
ically, the third virial term gives a logarithmic correction to the
free energy. It was shown that the gyration radius of Θ-chain in
three dimensions is

π
π∼ − × +

R
Na

A y
y

y N
( ) 1 493

33 4 1 44 log
0
2

2 0
LNMMMMM \̂]]]]] (15)

where π= + + ···A y y( ) 10
16
33

with y = (2π)−3B3.
34

(iii) In two dimensions (d = 2), all the virial terms are
comparable in magnitude, such that F2 ∼ F3 ∼ ···, i.e., Fn ∼ N
for all n’s. Therefore, the perturbative expansion is inherently
problematic, alluding to the breakdown of Flory-type approach
for Θ-chain in d ≤ 2.
(iv) Raphael and Pincus obtained the scaling of Θ-chain size

with N in cylindrical confinement for R0/D ≫ 1, namely, R|| ∼
aN(a/D), by considering the elastic and the third virial terms
of Flory free energy. Interestingly, for the 1D confinement
problem, the expected scaling relationship of R|| ∼ N can be
derived by balancing the elastic term and any nth virial term,
such that

β ∼ + !
||

||
−F

R
Na

B
n

N
R D( )

n
n

n

2

2 2 1
(16)

with [Bn] ∼ a3(n−1). The minimization of βF with respect to R||
gives

∼||

− +
R aN a

D

n n2( 1)/ 1LNMMM \̂]]] (17)

However, eq 3 obtained by both scaling and blob arguments
indicates that the only nth virial term that gives rise to the
correct scaling of R|| ∼ D−1 is when n = 3.

■ RESULTS FROM NUMERICS
In order to generate a Θ-chain in bulk, a string of Lennard-
Jones (LJ) particles was used. The second virial coefficient
between monomers was made to nearly vanish (B2 = 1.76 ×
10−3 a3) by choosing the depth of the LJ potential as ϵ = 0.335
kBT (see Methods for details). Note that to observe the correct
scaling of a Θ-chain, N should be sufficiently large. Consistent
with eq 15, the simulation result for the polymer size (R0, the
diameter of polymer calculated as R0 = 2 × Rg) at small N
shows deviation from the ideal chain behavior. In our
numerics, the ideal regime (R0

2/N ∼ const.) is attained for N
≳ 500 (Figure 1). Although not explicitly captured by our
simulation, because of the finite size N(≲103), another
crossover point from ideal polymer to SAW at large N is
expected for d = 3 because τ is not exactly zero (τ = 1.76 ×

Figure 1. Scaling of a Θ polymer (B2 ≈ 0 at ϵ = 0.335 kBT) in three
dimensions. It is expected that R0

2/N ∼ N0 under Θ conditions, but
this relation is strictly realized only at large N. For small N, the chain
is swollen with R0

2/N ∼ Nα (α > 0).

Nano Letters Letter

DOI: 10.1021/acs.nanolett.9b02224
Nano Lett. 2019, 19, 5667−5673
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Distant loci are more likely to contact each other than in the free
open polymer. When cm > Ctr , the polymer shrinks into a com-
pact mass manifested by a plateau of PcðsÞ at large s, where the
exponent becomes α ¼ 0.0.

Comparison of the SBS and Other Models Against Experimental Data.
Before delving further into implications of the SBS model, we
compare its predictions against experimental data and those of
other models. The FG model represents the chromatin fiber
as a noninteracting (free) polymer chain in a specific transient
state. It was proposed in 1988 in the polymer physics literature as
a knot-free state (16), and used recently to explain the behavior of
PcðsÞ from Hi-C data and to propose that chromatin is organized
as fractal globules (13, 24).

The FG model seems attractive because it proposes that chro-
matin is found in a specific, unique fractal state that resembles the
1-Mb chromatin domains suggested earlier (15). Although the
FG model only considers random chromatin interactions and not
binder-mediated contacts as identified experimentally, it provides
a PcðsÞ with an exponent α of approximately 1, which is very close
to the value of α estimated from some Hi-C average data (13).
Thus, the FG model depicts chromatin as if it were all in a single
conformational state. Importantly, it also predicts that R2ðsÞ
grows indefinitely with s with an exponent ν of approximately
0.33. However, although ν around 0.33 can be observed at some
specific loci and cell types, it is not a general value found across
most experimental datasets where a plateau in R2ðsÞ is often ob-
served (Fig. S1A). Furthermore, the FG state is only achieved
using highly specific simulation conditions. For instance, the poly-
mer must be initially forced into a highly compacted state without
knots, before being released and becoming fully unfolded. The
time window during which the polymer behaves as a FG only exists
fleetingly, and the polymer converges to a different equilibrium
state. This time windowwould become vanishingly small in the pre-
sence of key nuclear factors, such as DNA topoisomerases (24).

To compare predictions from SBS and FG models, we first
considered available FISH data on R2ðsÞ from different chromo-
somes and systems: on chromosome 12 in pro-B cells (0–3 Mb;
Fig. 2A) (10), and on chromosome 11 in primary fibroblasts
(0–80 Mb; Fig. S3) (9). The SBS model in the closed polymer
state correctly fits all sets of FISH data, representing the early
increase and plateau in R2ðsÞ at shorter and longer genomic dis-
tances, respectively. In contrast, the FG predicts that R2ðsÞ grows
indefinitely with s (ν ∼ 0.33). Thus, the FG model accounts only
for the early increase in R2ðsÞ (Fig. 2A and Fig. S3), but fails to
capture the leveling off at longer s. Interestingly, theR2ðsÞ plateau
across these two cell systems arises at different s, reflecting biolo-
gical complexity (unless related to methodological differences).

We next investigated the generality of the value of α around
1.08 derived after averaging PcðsÞ across all chromosomes in the
human female lymphoblastoid cell line (GM06990) (13). Using
the published Hi-C data, we calculated PcðsÞ for different chro-
mosomes separately (Fig. 2B and Figs. S4A and S5A). To inves-
tigate the effects of chromatin compaction, we chose to compare
chromosomes 19 (gene dense with high gene expression) and X
(one copy is silent in this female cell line). We show that chromo-
somes 19 and X deviate from the average behavior in the
0.5–7 Mb region, with α exponents ranging from 0.93 and 1.30,
respectively. This is consistent with their average open and closed
states, compared to chromosomes 11 and 12, which have α of
approximately 1.08. We observed a similar deviation from the
average PcðsÞ in a different female lymphoblastoid cell line
(GM12878) analyzed by either Hi-C or tethered conformation
capture (TCC) (17), and in IMR90 cells characterized by Hi-C
(25) (Fig. S4 B–D). Analogous comparisons between chromo-
somes 18 (gene poor) and 19 (gene rich) yield similar deviations
from the average behavior, with chromosome 18 having larger α
than chromosome 19 (Fig. S5).

Surprisingly, analyses of Hi-C data from the human embryonic
stem cells (25) (H1–hESC) showed a striking deviation from
the lymphoblastoid cells analyzed above. In H1–hESC, averaged
Hi-C contact probabilities for all individual chromosomes ana-
lyzed resulted in a higher α of approximately 1.6 (Fig. 2C). This
result agrees with previous findings that stem cell chromatin
tends to assume more open conformations than in other cell types
(26). Direct comparisons of genome-wide PcðsÞ reveal different
exponents α across the cell lines studied (Table S1 and Fig. S4F).

We stress that calculations of α for whole genomes or chromo-
somes reflect average chromatin folding behaviors that disregard
the variety of conformations known to exist at specific loci. To
illustrate this concept, we investigated whether the Hi-C–derived
values of α could in principle be obtained by simple averaging
over regions of open and closed chromatin, even in the absence
of fractal folding states. Thus, we considered a mixture of SBS
model systems containing a proportion of open and compact
polymers (p and 1-p, with α ¼ 2.1 and 0.0, respectively; Fig. 1F).
The average PcðsÞ of such mixtures has an exponent α that
depend on the proportion p (Fig. 2D). Strikingly, α ¼ 1.08 can
be found for p of approximately 0.60, in a range of s that spans

Fig. 2. The SBS model explains the range of experimental chromatin folding
behaviors. (A) Mean-square distance of subchromosomal regions from
FISH data. Mean-square distance, R2ðsÞ, from FISH data in pro-B cells chromo-
some 12, spanning 3 Mb (10). Superimposed dashed line indicates behavior
predicted by the FG model; continuous line indicates behavior predicted by
the SBS model in the compact state. (B–D) Contact probability from Hi-C data
and SBS model. (B) Contact probability, PcðsÞ, was calculated separately for
different chromosomes from published Hi-C dataset in human lymphoblas-
toid cell line GM06990 (13). Chromosomes 11 and 12 follow the average be-
havior reported (13) in the 0.5–7Mb region (shaded in grey), with exponent α
of approximately 1.08. Chromosomes X and 19 deviate from the average,
with α exponents of approximately 0.93 to approximately 1.30, respectively.
In a given system, different chromosomes can have different exponents. (C)
PcðsÞ was calculated for different chromosomes from published Hi-C dataset
in human embryonic stem cell line H1–hESC (25). All chromosomes deviate
from exponent α of approximately 1.08 in the 0.5–7 Mb region (shaded in
grey), and have an exponent α of approximately 1.65, characteristic of open
chromatin within the SBS interpretation. Different systems can have different
exponents. (D) Mixtures of open and compact SBS polymers can model aver-
age PcðsÞ. Average PcðsÞ is shown for mixtures of open and compact polymers
in the SBS model (where α ¼ 2.1 and 0.0, respectively). In each mixture, p and
1-p are the fractions of open and compact polymers, respectively. PcðsÞ and α
depend on p . For p of approximately 60%, α ¼ 1.08 is found in a range of s
about one order of magnitude long, as in Hi-C data. Simply changing the
fraction of open chromatin can recover the entire range of Hi-C exponents
of B and C.
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Distant loci are more likely to contact each other than in the free
open polymer. When cm > Ctr , the polymer shrinks into a com-
pact mass manifested by a plateau of PcðsÞ at large s, where the
exponent becomes α ¼ 0.0.

Comparison of the SBS and Other Models Against Experimental Data.
Before delving further into implications of the SBS model, we
compare its predictions against experimental data and those of
other models. The FG model represents the chromatin fiber
as a noninteracting (free) polymer chain in a specific transient
state. It was proposed in 1988 in the polymer physics literature as
a knot-free state (16), and used recently to explain the behavior of
PcðsÞ from Hi-C data and to propose that chromatin is organized
as fractal globules (13, 24).

The FG model seems attractive because it proposes that chro-
matin is found in a specific, unique fractal state that resembles the
1-Mb chromatin domains suggested earlier (15). Although the
FG model only considers random chromatin interactions and not
binder-mediated contacts as identified experimentally, it provides
a PcðsÞ with an exponent α of approximately 1, which is very close
to the value of α estimated from some Hi-C average data (13).
Thus, the FG model depicts chromatin as if it were all in a single
conformational state. Importantly, it also predicts that R2ðsÞ
grows indefinitely with s with an exponent ν of approximately
0.33. However, although ν around 0.33 can be observed at some
specific loci and cell types, it is not a general value found across
most experimental datasets where a plateau in R2ðsÞ is often ob-
served (Fig. S1A). Furthermore, the FG state is only achieved
using highly specific simulation conditions. For instance, the poly-
mer must be initially forced into a highly compacted state without
knots, before being released and becoming fully unfolded. The
time window during which the polymer behaves as a FG only exists
fleetingly, and the polymer converges to a different equilibrium
state. This time windowwould become vanishingly small in the pre-
sence of key nuclear factors, such as DNA topoisomerases (24).

To compare predictions from SBS and FG models, we first
considered available FISH data on R2ðsÞ from different chromo-
somes and systems: on chromosome 12 in pro-B cells (0–3 Mb;
Fig. 2A) (10), and on chromosome 11 in primary fibroblasts
(0–80 Mb; Fig. S3) (9). The SBS model in the closed polymer
state correctly fits all sets of FISH data, representing the early
increase and plateau in R2ðsÞ at shorter and longer genomic dis-
tances, respectively. In contrast, the FG predicts that R2ðsÞ grows
indefinitely with s (ν ∼ 0.33). Thus, the FG model accounts only
for the early increase in R2ðsÞ (Fig. 2A and Fig. S3), but fails to
capture the leveling off at longer s. Interestingly, theR2ðsÞ plateau
across these two cell systems arises at different s, reflecting biolo-
gical complexity (unless related to methodological differences).

We next investigated the generality of the value of α around
1.08 derived after averaging PcðsÞ across all chromosomes in the
human female lymphoblastoid cell line (GM06990) (13). Using
the published Hi-C data, we calculated PcðsÞ for different chro-
mosomes separately (Fig. 2B and Figs. S4A and S5A). To inves-
tigate the effects of chromatin compaction, we chose to compare
chromosomes 19 (gene dense with high gene expression) and X
(one copy is silent in this female cell line). We show that chromo-
somes 19 and X deviate from the average behavior in the
0.5–7 Mb region, with α exponents ranging from 0.93 and 1.30,
respectively. This is consistent with their average open and closed
states, compared to chromosomes 11 and 12, which have α of
approximately 1.08. We observed a similar deviation from the
average PcðsÞ in a different female lymphoblastoid cell line
(GM12878) analyzed by either Hi-C or tethered conformation
capture (TCC) (17), and in IMR90 cells characterized by Hi-C
(25) (Fig. S4 B–D). Analogous comparisons between chromo-
somes 18 (gene poor) and 19 (gene rich) yield similar deviations
from the average behavior, with chromosome 18 having larger α
than chromosome 19 (Fig. S5).

Surprisingly, analyses of Hi-C data from the human embryonic
stem cells (25) (H1–hESC) showed a striking deviation from
the lymphoblastoid cells analyzed above. In H1–hESC, averaged
Hi-C contact probabilities for all individual chromosomes ana-
lyzed resulted in a higher α of approximately 1.6 (Fig. 2C). This
result agrees with previous findings that stem cell chromatin
tends to assume more open conformations than in other cell types
(26). Direct comparisons of genome-wide PcðsÞ reveal different
exponents α across the cell lines studied (Table S1 and Fig. S4F).

We stress that calculations of α for whole genomes or chromo-
somes reflect average chromatin folding behaviors that disregard
the variety of conformations known to exist at specific loci. To
illustrate this concept, we investigated whether the Hi-C–derived
values of α could in principle be obtained by simple averaging
over regions of open and closed chromatin, even in the absence
of fractal folding states. Thus, we considered a mixture of SBS
model systems containing a proportion of open and compact
polymers (p and 1-p, with α ¼ 2.1 and 0.0, respectively; Fig. 1F).
The average PcðsÞ of such mixtures has an exponent α that
depend on the proportion p (Fig. 2D). Strikingly, α ¼ 1.08 can
be found for p of approximately 0.60, in a range of s that spans

Fig. 2. The SBS model explains the range of experimental chromatin folding
behaviors. (A) Mean-square distance of subchromosomal regions from
FISH data. Mean-square distance, R2ðsÞ, from FISH data in pro-B cells chromo-
some 12, spanning 3 Mb (10). Superimposed dashed line indicates behavior
predicted by the FG model; continuous line indicates behavior predicted by
the SBS model in the compact state. (B–D) Contact probability from Hi-C data
and SBS model. (B) Contact probability, PcðsÞ, was calculated separately for
different chromosomes from published Hi-C dataset in human lymphoblas-
toid cell line GM06990 (13). Chromosomes 11 and 12 follow the average be-
havior reported (13) in the 0.5–7Mb region (shaded in grey), with exponent α
of approximately 1.08. Chromosomes X and 19 deviate from the average,
with α exponents of approximately 0.93 to approximately 1.30, respectively.
In a given system, different chromosomes can have different exponents. (C)
PcðsÞ was calculated for different chromosomes from published Hi-C dataset
in human embryonic stem cell line H1–hESC (25). All chromosomes deviate
from exponent α of approximately 1.08 in the 0.5–7 Mb region (shaded in
grey), and have an exponent α of approximately 1.65, characteristic of open
chromatin within the SBS interpretation. Different systems can have different
exponents. (D) Mixtures of open and compact SBS polymers can model aver-
age PcðsÞ. Average PcðsÞ is shown for mixtures of open and compact polymers
in the SBS model (where α ¼ 2.1 and 0.0, respectively). In each mixture, p and
1-p are the fractions of open and compact polymers, respectively. PcðsÞ and α
depend on p . For p of approximately 60%, α ¼ 1.08 is found in a range of s
about one order of magnitude long, as in Hi-C data. Simply changing the
fraction of open chromatin can recover the entire range of Hi-C exponents
of B and C.
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Figure 4. HiC data of contact probability P(s) for various
organisms plotted in log–log scale against the genomic distance s.
Every data set is normalized by the last data point. That means each
curve represents P(s)/P (smax), where of course the maximal
s-value, smax, is different for different curves. In other words, every
curve is vertically shifted such that its right-most point is on the
level 1. Solid red: Drosophila Chromosome 3R [17]; solid blue:
mouse [16]; solid green: human [13]; solid black: yeast [83],
analysis of the data in [22]. Data for yeast, mouse, and human are
averages over all chromosomes. Dashed red: slope −1 (corresponds
to the mean field prediction P(s) ∼ s−1); dashed black: slope −3/2
(corresponds to equilibrium globule).

mouse, and drosophila cells. In particular, [13] reports that
the loop factor scales as P(s) ∼ s−γ in the interval of roughly
0.5 Mbp ! s ! 7 Mbp, with a ‘critical exponent’ γ = 1.08
for the human genome. In a similar interval, the data for
mouse [16] indicate γ = 1.05. However, the implicit error
bar of these measurements is hard to estimate. This scaling
appears to be consistent with the crumpled globule model,
based on the previous mean field estimate of equation (10),
as also emphasized in [46]. Based on this the authors of the
experimental work [13] claimed agreement with the theoretical
predictions based on crumpled globules.

We leave aside the questions of error bars associated with
the above mentioned values of γ as well as the question of the
range of s where the power law fitting is considered. We refer
the interested reader to the original papers as well as review
articles [29–31]. Instead, we concentrate on the following
observations. First, yeast definitely belongs to a separate class
compared to all other organisms presented in figure 4. Second,
the contact probability for yeast is roughly consistent with
equilibrium globule behavior, both because the slope is close
to −3/2 and because of the leveling-off at larger s, at least
for the largest chromosome. Third, the contact probability for
human, mice, and drosophila is definitely inconsistent with the
equilibrium globule, both in terms of the slope being nowhere
near −3/2 and the definite lack of leveling off.

The situation with yeast was significantly clarified in the
recent work [22], where the authors computationally examined
an elaborate, but straightforward polymer model of the yeast
nucleus. The estimated values for the Kuhn segment and
linear density of yeast chromatin fiber were lK = 60 nm
and 1/b = 83 bp nm−1. They took into account the real
lengths of all chromosome arms, the fact that each chromosome
has a centromere attachment, and the fact that chromosome
ends (telomere regions) are preferably located next to the

nuclear envelope. Importantly, they simulated the equilibrium
properties of the system, and obtained a very good account of
the contact probability as well as a number of other structural
data. The agreement thus obtained gives a convincing proof
that folding of chromatin fiber in yeast can be reasonably
considered as an equilibrium state of a confined polymer. In
particular, this explains why the contact probability in yeast, as
seen in figure 4, behaves very much like that of an equilibrium
globule.

Figure 4 demonstrates beyond a doubt that the chromatin
of other species is organized differently compared to yeast.
Our main hypothesis, already stated several times in different
ways, suggests that the main difference is due to topological
constraints. The relatively short genome of yeast does not
need to reptate and, therefore, is equilibrated, as confirmed
by the above discussed conclusions of the work [22]. We
argue that genomes of higher eukaryotes do not have enough
time to reptate. This of course goes along with our assertion
that chromosome territories have topological origin. We
now continue and hypothesize that the contact probabilities
of the higher eukaryotes seen in figure 4 do not follow the
equilibrium globule behavior also for the same topological
reason. This topology-controlled deviation from standard
equilibrium globule behavior is a manifestation of non-
equilibrium of very long linear chains, or in a ring model it
may be viewed as an equilibrium manifestation of topology.

6.4. Subchain sizes in chromatin

The FISH method, which measures the subchain sizes r(s),
was developed significantly earlier than the ‘C’ methods. From
the polymer physics prospective, the value of r(s) is also
well known for regular equilibrium globules: it behaves as
r(s) ∼ s1/2 up to s ∼ N2/3, i.e., up to the distance where
the chain can cross the available volume by a random walk.
Then r(s) levels off at r(s) ∼ N1/3 and remains independent
of s at all larger s.

The first FISH data were consistent with the Gaussian
scaling r(s) ∼ s1/2. For values of s up to about 5 ×
105 base pairs the FISH data for r2(s) were satisfactorily
approximated as a straight line in coordinates (r2, s). This
tempted the authors of [6] to formulate the ‘random walk’
model of chromatin organization. In fitting the data there was
a significant element of uncertainty for any analysis beyond
the bare power law. Namely, if we believe that chromatin is
a Gaussian polymer on a certain length scale, with a Kuhn
segment of length l, if the number of base pairs per unit
contour length is ρ then r(s) ≃ (ls/ρ)1/2 because s/ρ is the
contour length. Although the Kuhn segment of bare DNA
is known to be about 100 nm, it is not easy to determine
a priori the relevant Kuhn segment for chromatin fiber, so
the practical approach is to view it as an adjustable parameter.
FISH data, apart from the very scaling r(s) ∼ s1/2, allow
only to determine the combination of parameters l/ρ, not
each of them separately. Nevertheless, more detailed FISH
data for larger s showed some sign of slowing down in the
growth of r(s) which was interpreted as the signature of spatial
confinement. Accordingly, the work [35] introduced the model
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⌫ = 1/3
<latexit sha1_base64="y10hYhoRV/KmEzzyZ9b98Yh11Dk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4qokV9CIUvXisYD+gDWWznbRLN5uwuxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkRwbVz321lZXVvf2CxsFbd3dvf2SweHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7qZ+6wmV5rF8NOME/YgOJA85o8ZKra5Mb7zzaq9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx27oScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE177GZdJalCy+aIwFcTEZPo76XOFzIixJZQpbm8lbEgVZcYmVLQheIsvL5PmRcWrVtyHy3LtNo+jAMdwAmfgwRXU4B7q0AAGI3iGV3hzEufFeXc+5q0rTj5zBH/gfP4ANNuO0Q==</latexit>

⌧rep ⇠ hR2i
Dcm

⇠ N2

Do/N
⇠ N3

<latexit sha1_base64="U5/dOolhC42N+k7Uki+Qc08UvS8=">AAACPHicbVC7ThtBFJ014RHzMlCmGcVCojK7xhKUCCioLPIwWPLaq9nxXXvEzOxq5i7CWvnDaPiIdKloKIiitKkzfhQOcKSRjs45V3fuiTMpLPr+T6+09GF5ZXXtY3l9Y3Nru7Kze23T3HBo8VSmph0zC1JoaKFACe3MAFOxhJv49nzi39yBsSLV33GUQVexgRaJ4AydFFW+hcjyKES4x8JANg6tUDRMDONFKJkeSKBfe/XQTOm4uIgKrsaLqWavPpHTw+ZMbfaOokrVr/lT0LckmJMqmeMqqvwI+ynPFWjkklnbCfwMuwUzKLjbWg5zCxnjt2wAHUc1U2C7xfT4Md13Sp8mqXFPI52qixMFU9aOVOySiuHQvvYm4nteJ8fkpFsIneUIms8WJbmkmNJJk7QvDHCUI0cYN8L9lfIhc52g67vsSghen/yWXNdrQaPW+NKonp7N61gjn8hnckACckxOySW5Ii3CyQN5Ii/kl/foPXu/vT+zaMmbz+yR/+D9/Qc1aK/R</latexit>

⌧rep ⇠ N3.4

<latexit sha1_base64="ou4Z190UhEPKbz05KxKgF5TpH/o=">AAACBnicbVDJSgNBEO1xjXGLehShMQiewowO6DHoxZNEMAtkYujpVJImPQvdNWIY5uTFX/HiQRGvfoM3/8bOctDEBwWP96qoqufHUmi07W9rYXFpeWU1t5Zf39jc2i7s7NZ0lCgOVR7JSDV8pkGKEKooUEIjVsACX0LdH1yO/Po9KC2i8BaHMbQC1gtFV3CGRmoXDjxkSTv1EB4wVRBnmadFQK/v0tOSm7ULRbtkj0HniTMlRTJFpV348joRTwIIkUumddOxY2ylTKHgErK8l2iIGR+wHjQNDVkAupWO38jokVE6tBspUyHSsfp7ImWB1sPAN50Bw76e9Ubif14zwe55KxVhnCCEfLKom0iKER1lQjtCAUc5NIRxJcytlPeZYhxNcnkTgjP78jypnZQct+TeuMXyxTSOHNknh+SYOOSMlMkVqZAq4eSRPJNX8mY9WS/Wu/UxaV2wpjN75A+szx+XvZkv</latexit>

⌧eq ⇠ ⌧rep

<latexit sha1_base64="FotmwxBaWZQApnn3OPIqPYQSqYU=">AAACD3icbVDJSgNBEO2JW4zbqEcvjUHxFGYkoMegF48RzAKZEHo6laRJz2J3jRiG+QMv/ooXD4p49erNv7GzHGLig4LHe1VU1fNjKTQ6zo+VW1ldW9/Ibxa2tnd29+z9g7qOEsWhxiMZqabPNEgRQg0FSmjGCljgS2j4w+ux33gApUUU3uEohnbA+qHoCc7QSB371EOWdFIP4RFTuM8yT4uAzosK4izr2EWn5ExAl4k7I0UyQ7Vjf3vdiCcBhMgl07rlOjG2U6ZQcAlZwUs0xIwPWR9ahoYsAN1OJ/9k9MQoXdqLlKkQ6USdn0hZoPUo8E1nwHCgF72x+J/XSrB32U5FGCcIIZ8u6iWSYkTH4dCuUMBRjgxhXAlzK+UDphhHE2HBhOAuvrxM6uclt1wq35aLlatZHHlyRI7JGXHJBamQG1IlNcLJE3khb+TderZerQ/rc9qas2Yzh+QPrK9fg/+ePA==</latexit>

topological relaxation



Reptation time Cell cycle time

⌧cell

~ 140 min ~ 2 hrs (yeast)

~ 24 hrs (eukaryotes, human)

⌧rep ⇠ ⌧eq

⌧eq ⌧ ⌧cell

⌧eq � ⌧cell

: equilibrium 

: non-equilibrium 
Rosa & Everaers, 

PLoS Comp Biol (2008)

Grosberg, Nechaev, Shakhnovich. 
J. Phys. France (1988)

⌧rep ⇠ N3.4
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Physical Origin ? 
Yeast

Human  
Mouse  

Drosophila

⌫ = 1/2
<latexit sha1_base64="A+Ruc8x4krdWjnfqevZWbfKR3mw=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4qkkV9CIUvXisYD+gDWWz3bRLN5uwOxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkQKg6777aysrq1vbBa2its7u3v7pYPDpolTzXiDxTLW7YAaLoXiDRQoeTvRnEaB5K1gdDf1W09cGxGrRxwn3I/oQIlQMIpWanVVeuOdV3ulsltxZyDLxMtJGXLUe6Wvbj9macQVMkmN6Xhugn5GNQom+aTYTQ1PKBvRAe9YqmjEjZ/Nzp2QU6v0SRhrWwrJTP09kdHImHEU2M6I4tAselPxP6+TYnjtZ0IlKXLF5ovCVBKMyfR30heaM5RjSyjTwt5K2JBqytAmVLQheIsvL5NmteJdVNyHy3LtNo+jAMdwAmfgwRXU4B7q0AAGI3iGV3hzEufFeXc+5q0rTj5zBH/gfP4AM1eO0A==</latexit>

⌫ = 1/3
<latexit sha1_base64="y10hYhoRV/KmEzzyZ9b98Yh11Dk=">AAAB7nicbVBNS8NAEJ34WetX1aOXxSJ4qokV9CIUvXisYD+gDWWznbRLN5uwuxFK6I/w4kERr/4eb/4bt20O2vpg4PHeDDPzgkRwbVz321lZXVvf2CxsFbd3dvf2SweHTR2nimGDxSJW7YBqFFxiw3AjsJ0opFEgsBWM7qZ+6wmV5rF8NOME/YgOJA85o8ZKra5Mb7zzaq9UdivuDGSZeDkpQ456r/TV7ccsjVAaJqjWHc9NjJ9RZTgTOCl2U40JZSM6wI6lkkao/Wx27oScWqVPwljZkobM1N8TGY20HkeB7YyoGepFbyr+53VSE177GZdJalCy+aIwFcTEZPo76XOFzIixJZQpbm8lbEgVZcYmVLQheIsvL5PmRcWrVtyHy3LtNo+jAMdwAmfgwRXU4B7q0AAGI3iGV3hzEufFeXc+5q0rTj5zBH/gfP4ANNuO0Q==</latexit>

⌧d ⇡ ⌧e(Lc/Le)
3 ⇡ 500 yrs

<latexit sha1_base64="26QyJXefY9cLniGRwmm9Pcpz8xE=">AAACH3icbVDJSgNBEO1xN25Rj14agxAvcUbjchS9ePAQwSRCZhx6OhVt0rPQXSOGIX/ixV/x4kER8Za/sbMImvig4PV7VXTVCxIpNNp2z5qanpmdm19YzC0tr6yu5dc3ajpOFYcqj2WsbgKmQYoIqihQwk2igIWBhHrQPu/79QdQWsTRNXYS8EJ2F4mW4AyN5OePXGSp33RZkqj4kQ5eULz0+d6lD7u3Bz/GoW0bEx4xox2lu36+YJfsAegkcUakQEao+PkvtxnzNIQIuWRaNxw7QS9jCgWX0M25qYaE8Ta7g4ahEQtBe9ngvi7dMUqTtmJlKkI6UH9PZCzUuhMGpjNkeK/Hvb74n9dIsXXiZSJKUoSIDz9qpZJiTPth0aZQwFF2DGFcCbMr5fdMMY4m0pwJwRk/eZLU9ktOuVS+KhdOz0ZxLJAtsk2KxCHH5JRckAqpEk6eyAt5I+/Ws/VqfVifw9YpazSzSf7A6n0D7xaiSA==</latexit>

Nyeast = 108 bp

Nhuman = 6⇥ 109 bp

<latexit sha1_base64="MUx7PGFMEBjLJ1MDA4AiR8DAyrk=">AAACEHicbVDLSsNAFJ34rPUVdelmsIiuSiLFx0IounElFewDmlom02k7dDIJMzdiCfkEN/6KGxeKuHXpzr9x2mahrQcuHM65l3vv8SPBNTjOtzU3v7C4tJxbya+urW9s2lvbNR3GirIqDUWoGj7RTHDJqsBBsEakGAl8wer+4HLk1++Z0jyUtzCMWCsgPcm7nBIwUts+uG4nHrAHSPpxQGSanh97wAOmsevcnU0c7Edp2y44RWcMPEvcjBRQhkrb/vI6IY0DJoEKonXTdSJoJUQBp4KleS/WLCJ0QHqsaagkZmcrGT+U4n2jdHA3VKYk4LH6eyIhgdbDwDedAYG+nvZG4n9eM4buaSvhMoqBSTpZ1I0FhhCP0sEdrhgFMTSEUMXNrZj2iSIUTIZ5E4I7/fIsqR0V3VKxdFMqlC+yOHJoF+2hQ+SiE1RGV6iCqoiiR/SMXtGb9WS9WO/Wx6R1zspmdtAfWJ8/7TmdIw==</latexit>

⌧human
rep ⇠ 106 ⇥ ⌧yeastrep

<latexit sha1_base64="3fNZB1eW97BC8Lfgnz4e6oXGMgI=">AAACOXicdVBNaxsxENWmaeO4H3HaYy8iJtCT2S0m6dE0lx5dqB2D1zaz8tgWlrSLNFtilv1bvfRf9FbopYeG0Gv/QGVnD4mdPBA8vTfDzLwkU9JRGP4M9p7sP312UDusP3/x8tVR4/h136W5FdgTqUrtIAGHShrskSSFg8wi6EThZbK8WPuXX9E6mZovtMpwpGFu5EwKIC9NGt2YIJ8UMeEVFRazshxXn0WuwZRl7KTmUTg+i0lqdPzR+hWCo7KcNJphK9yA75KoIk1WoTtp/Iinqcg1GhIKnBtGYUajAixJobCsx7nDDMQS5jj01IDfYlRsLi/5qVemfJZa/wzxjXq3owDt3EonvlIDLdy2txYf8oY5zT6MCmmynNCI20GzXHFK+TpGPpUWBamVJyCs9LtysQALgnzYdR9CtH3yLum/b0XtVvtzu9n5WMVRY2/ZCXvHInbOOuwT67IeE+wb+8X+sOvge/A7uAn+3pbuBVXPG3YPwb//kouxAQ==</latexit>



Chromosomes are confined in space … 

D

<latexit sha1_base64="BWApXQvD+Y5ygPGyOMVzwHI4GOQ=">AAAB6HicbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoMeiHjy2YGuhDWWznbRrN5uwuxFK6C/w4kERr/4kb/4bt20O2vpg4PHeDDPzgkRwbVz32ymsrW9sbhW3Szu7e/sH5cOjto5TxbDFYhGrTkA1Ci6xZbgR2EkU0igQ+BCMb2b+wxMqzWN5byYJ+hEdSh5yRo2Vmrf9csWtunOQVeLlpAI5Gv3yV28QszRCaZigWnc9NzF+RpXhTOC01Es1JpSN6RC7lkoaofaz+aFTcmaVAQljZUsaMld/T2Q00noSBbYzomakl72Z+J/XTU145WdcJqlByRaLwlQQE5PZ12TAFTIjJpZQpri9lbARVZQZm03JhuAtv7xK2hdVr1atNWuV+nUeRxFO4BTOwYNLqMMdNKAFDBCe4RXenEfnxXl3PhatBSefOYY/cD5/AJmvjM8=</latexit>

ϕ =
Na3

D3

Cremer, Cremer, Nat. Rev. Genet. 2, 292 (2001). 



D

<latexit sha1_base64="dZiFav7KkFPhB0HzRi5qqd1LwwU=">AAAB3nicbVDLSgNBEOz1GeMr6tHLYBA8hV0J6DGoB48JmAckIc5OepMhsw9meoUQcvUi4kXBT/IX/BsnyV6SWDBQVNXQXe0nShpy3V9nY3Nre2c3t5ffPzg8Oi6cnDZMnGqBdRGrWLd8blDJCOskSWEr0chDX2HTH93P/OYLaiPj6InGCXZDPohkIAUnK9UeeoWiW3LnYOvEy0gRMlR7hZ9OPxZpiBEJxY1pe25C3QnXJIXCab6TGky4GPEBTubrTdmllfosiLV9EbG5upTjoTHj0LfJkNPQrHoz8T+vnVJw253IKEkJI7EYFKSKUcxmXVlfahSkxpZwoaXdkIkh11yQvUjeVvdWi66TxnXJK5fKtXKxcpcdIQfncAFX4MENVOARqlAHAQhv8AlfzrPz6rw7H4vohpP9OYMlON9/kMKIeg==</latexit>

Rk

<latexit sha1_base64="a5eudYpE5ZyluYkR8Ns8KOWOAwA=">AAAB8nicdVDJSgNBEK2JW4xb1KOXxiB4CjMS0GPQi8coZoHJEHo6PUmTnp6hu0YIQz7DiwdFvPo13vwbO4sQtwcFj/eqqKoXplIYdN0Pp7Cyura+UdwsbW3v7O6V9w9aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8PR1dRv33NtRKLucJzyIKYDJSLBKFrJv+11U6qplFz2yhWv6s5A3F/ky6rAAo1e+b3bT1gWc4VMUmN8z00xyKlGwSSflLqZ4SllIzrgvqWKxtwE+ezkCTmxSp9EibalkMzU5YmcxsaM49B2xhSH5qc3Ff/y/AyjiyAXKs2QKzZfFGWSYEKm/5O+0JyhHFtCmRb2VsKGNgKGNqXScgj/k9ZZ1atVaze1Sv1yEUcRjuAYTsGDc6jDNTSgCQwSeIAneHbQeXRenNd5a8FZzBzCNzhvn1NBkUo=</latexit>

D

<latexit sha1_base64="dZiFav7KkFPhB0HzRi5qqd1LwwU=">AAAB3nicbVDLSgNBEOz1GeMr6tHLYBA8hV0J6DGoB48JmAckIc5OepMhsw9meoUQcvUi4kXBT/IX/BsnyV6SWDBQVNXQXe0nShpy3V9nY3Nre2c3t5ffPzg8Oi6cnDZMnGqBdRGrWLd8blDJCOskSWEr0chDX2HTH93P/OYLaiPj6InGCXZDPohkIAUnK9UeeoWiW3LnYOvEy0gRMlR7hZ9OPxZpiBEJxY1pe25C3QnXJIXCab6TGky4GPEBTubrTdmllfosiLV9EbG5upTjoTHj0LfJkNPQrHoz8T+vnVJw253IKEkJI7EYFKSKUcxmXVlfahSkxpZwoaXdkIkh11yQvUjeVvdWi66TxnXJK5fKtXKxcpcdIQfncAFX4MENVOARqlAHAQhv8AlfzrPz6rw7H4vohpP9OYMlON9/kMKIeg==</latexit>

Rk

<latexit sha1_base64="a5eudYpE5ZyluYkR8Ns8KOWOAwA=">AAAB8nicdVDJSgNBEK2JW4xb1KOXxiB4CjMS0GPQi8coZoHJEHo6PUmTnp6hu0YIQz7DiwdFvPo13vwbO4sQtwcFj/eqqKoXplIYdN0Pp7Cyura+UdwsbW3v7O6V9w9aJsk0402WyER3Qmq4FIo3UaDknVRzGoeSt8PR1dRv33NtRKLucJzyIKYDJSLBKFrJv+11U6qplFz2yhWv6s5A3F/ky6rAAo1e+b3bT1gWc4VMUmN8z00xyKlGwSSflLqZ4SllIzrgvqWKxtwE+ezkCTmxSp9EibalkMzU5YmcxsaM49B2xhSH5qc3Ff/y/AyjiyAXKs2QKzZfFGWSYEKm/5O+0JyhHFtCmRb2VsKGNgKGNqXScgj/k9ZZ1atVaze1Sv1yEUcRjuAYTsGDc6jDNTSgCQwSeIAneHbQeXRenNd5a8FZzBzCNzhvn1NBkUo=</latexit>

βF(R) ∼
3R2

2Na2
+

B2

2 ( N
Rd )

2

Rd +
B3

6 ( N
Rd )

3

Rd + ⋯

Daoud & de Gennes, J. Phys. (1977) 

tube

slit

R∥ ∼ RF f(RF /D) ∼ N or N3/4

Rd ! RkD
2 (tube)

<latexit sha1_base64="x3ccfLRqS//mrGxg600TDhhAlKA=">AAACF3icbVDLTgJBEJzFN75Qj14mEhO8kF1CokeiHjwqETBhVzI7NDBh9pGZXpVs+Asv/ooXDxrjVW/+jQPswVclnVSqutPd5cdSaLTtTys3N7+wuLS8kl9dW9/YLGxtN3WUKA4NHslIXflMgxQhNFCghKtYAQt8CS1/eDLxWzegtIjCSxzF4AWsH4qe4AyN1CmU69ddV4n+AJlS0S2td1I3ZopJCXJ8el2hLsIdprSEiQ8H406haJftKehf4mSkSDKcdwofbjfiSQAhcsm0bjt2jF7KFAouYZx3Ew0x40PWh7ahIQtAe+n0rzHdN0qX9iJlKkQ6Vb9PpCzQehT4pjNgONC/vYn4n9dOsHfkpSKME4SQzxb1EkkxopOQaFco4ChHhjCuhLmV8oFJhaOJMm9CcH6//Jc0K2WnWq5eVIu14yyOZbJL9kiJOOSQ1MgZOScNwsk9eSTP5MV6sJ6sV+tt1pqzspkd8gPW+xcOB5/X</latexit>

Rk ' aN
⇣ a

D

⌘2/3

<latexit sha1_base64="CQxoG7coef60c3q0GdUixJHDXAw=">AAACEXicbVBLSwMxGMzWd31VPXoJFqFe6m4t6FHUgydRsbXQrSWbftuGZh8m3wpl2V/hxb/iRcSLgr/Af2P6uNg6EBhmJiQzXiyFRtv+sXJz8wuLS8sr+dW19Y3NwtZ2XUeJ4lDjkYxUw2MapAihhgIlNGIFLPAk3Hv986F//wRKiyi8w0EMrYB1Q+ELztBI7ULltu3GTDEpQbpaBPBI2ZUrwceS6yvGU5alF5mrRLeHBw9p5fAoaxeKdtkegc4SZ0KKZILrduHL7UQ8CSBELpnWTceOsZUyhYJLyPJuoiFmvM+6kI4aZXTfSB3qR8qcEOlI/ZNjgdaDwDPJgGFPT3tD8T+vmaB/0kpFGCcIIR8/5CeSYkSH89COUMBRDgxhXAnzQ8p7Zh+OZsS8qe5MF50l9UrZqZarN9Xi6dlkhGWyS/ZIiTjkmJySS3JNaoSTF/JGPsmX9Wy9Wu/WxziasyZ3dsgfWN+/iqydPg==</latexit>

ρtube ∼
N

R∥D2
∼ const

v

Rd ! R2
kD (slit)

<latexit sha1_base64="KrkPJSeZK3bQzOG/JKEzLhgI6gY=">AAACF3icbVA9SwNBEN2L3/Hr1NJmMQixCXchoGVQC0sVo0LuEvY2k2TJ3ge7c2o48i9s/Cs2ForYaue/cROvUOODgcd7M8zMCxIpNDrOp1WYmZ2bX1hcKi6vrK6t2xublzpOFYcGj2WsrgOmQYoIGihQwnWigIWBhKtgcDT2r25AaRFHFzhMwA9ZLxJdwRkaqW1XzlsdT4leH5lS8S09b2dewhSTEuSoVT2mHsIdZrSspcC9UdsuORVnAjpN3JyUSI7Ttv3hdWKehhAhl0zrpusk6GdMoeASRkUv1ZAwPmA9aBoasRC0n03+GtFdo3RoN1amIqQT9edExkKth2FgOkOGff3XG4v/ec0Uuwd+JqIkRYj496JuKinGdBwS7QgFHOXQEMaVMLdS3jepcDRRFk0I7t+Xp8llteLWKrWzWql+mMexSLbJDikTl+yTOjkhp6RBOLknj+SZvFgP1pP1ar19txasfGaL/IL1/gUgSZ/j</latexit>

Rk ' aN3/4
⇣ a

D

⌘1/4

<latexit sha1_base64="4Dg7rK8h29h8Bl4SObrG0OHeawM=">AAACF3icbVBLSwMxGMz6rPVV9eglWIR6qbu6oMeiHjyJirUFty3Z9Ns2mH2YfCuUZX+IF/+KFxEvCh79N6a1l1oHAsPMhGTGT6TQaNvf1szs3PzCYmGpuLyyurZe2ti81XGqONR5LGPV9JkGKSKoo0AJzUQBC30JDf/+dOg3HkFpEUc3OEigFbJeJALBGRqpUzq+7ngJU0xKkJ4WITxQdtHODvfd3JMQYMULFOMZy7Oz3FOi18e9duYYt1Mq21V7BDpNnDEpkzEuO6V3rxvzNIQIuWRa3zl2gq2MKRRcQl70Ug0J4/esB9moV053jdSlQazMiZCO1IkcC7UehL5Jhgz7+q83FP/z7lIMjluZiJIUIeK/DwWppBjT4Ui0KxRwlANDGFfC/JDyvlmJo5myaKo7f4tOk9uDquNW3Su3XDsZj1Ag22SHVIhDjkiNnJNLUiecPJNX8kE+rSfrxXqz3n+jM9b4zhaZgPX1A64Ln2Y=</latexit>

ρslit ∼
N

R2
∥D

∼ N−1/2
v

SAW
RF ∼ N3/5

�F/kBT ⇠
✓
RF

D

◆1/⌫

⇠ N
⇣ a

D

⌘1/⌫

<latexit sha1_base64="CtXIqS9bjVK2yx4O3XbkQcN4Wyo=">AAACOXicbVBLSwMxGMz6rPW16tFLsAj1UneloMdSRTyJin1gty7ZNNuGZh8k3wpl2V/mxaN/waMXES8K/gHTx8FWBwLDzIRkxosFV2BZL8bc/MLi0nJuJb+6tr6xaW5t11WUSMpqNBKRbHpEMcFDVgMOgjVjyUjgCdbw+qdDv/HApOJReAuDmLUD0g25zykBLbnmnXPGBBB8fth3q7eO4gF2BPOh6PiS0PTGPc/Ss8yRvNuDg/vUPnTCJBvFLn/nyD8p1yxYJWsE/JfYE1JAE1y55rPTiWgSsBCoIEq1bCuGdkokcCpYlncSxWJC+6TL0lHzDO9rqYP9SOoTAh6pUzkSKDUIPJ0MCPTUrDcU//NaCfgn7ZSHcQIspOOH/ERgiPBwRtzhklEQA00IlVz/ENMe0VOAHjuvq9uzRf+S+lHJLpfK1+VCpToZIYd20R4qIhsdowq6QFeohih6Qm/oE30Zj8ar8W58jKNzxuTODpqC8f0DfJOtMg==</latexit>
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It is of interest to also discuss the limitations of the scaling
prediction. For concentrations exceeding approximately 0.2,
the data cross over to a power-law behavior with an exponent
x ≈ 2. Although this crossover is consistent with the
screening of the excluded-volume interactions in concentrated
solutions (as discussed below), it is also important to
emphasize the breakdown of the blob scaling description at
sufficiently high concentrations. Indeed, we can estimate the
number of monomers per blob, Nb, from scaling argu-
ments.12,26 The key ingredient is that the average monomer
concentration, Nb/(2!)3, within a blob of radius ! must equal
the global monomer concentration inside the cavity, φ )
N/(2R)3, where we recall that all lengths are expressed in
terms of the monomer diameter. For the self-avoiding
polymers in our simulation, Rg ) A0Nν with A0 ≈ 0.6, so
that the blob radius can be estimated as ! ) A0Nbν.
Consequently, the typical number of monomers per blob
reduces rapidly with increasing concentration,

For φ ) 0.1 we find Nb ≈ 10, but already for φ ) 0.25, Nb
is as small as three. These estimates indeed confirm that one
cannot expect the scaling regime to hold above a threshold
φ̃ ≈ 0.15. Conversely, in the dilute regime we anticipate
considerable finite-size effects because the total number of
blobs becomes very small. For example, at φ ) 0.01 there
are approximately 200 monomers per blob so that even our
longest chain (with N ) 2048) consists of only 10 blobs.
In experiments on the partitioning of poly(ethylene glycol)

in protein nanopores32 a strongly nonlinear chain-length
dependence for the free energy was observed, ∆F ∝ N3.1(0.2
(indeed in disagreement with eq 2). Sakaue and Raphaël26
argued that the chains are effectively confined in a spherical
cavity, implying (from eq 4) ∆F ∼ N3ν/(3ν-1) ) N2.31, and
tentatively attributed the deviation to finite-size effects. We

observe that the deviation may also arise from comparatively
high monomer concentrations within the pore. Indeed, for
0.2e φ < 0.35, ∆F in our model is described by an effective
power law ∆F ∼ Nφ1.97(0.07 ∝ N2.97(0.07, remarkably con-
sistent with the experimental findings. Although the onset φ̃
of this regime is nonuniversal, the power law can be
understood from the screening of the excluded-volume
interactions in concentrated solution,16,27 which reduces the
effective Flory exponent to its Gaussian value. Thus, the
exponent ν in eq 4 must be set to 1/2, yielding ∆F ∼ Nφ2.
The data in Figure 5 confirm this crossover from the
semidilute to the concentrated regime.
One problem directly affected by our confirmation of eq

4 is the escape of a polymer from a spherical cavity. On the
basis of classical nucleation theory and eq 2 it has been
predicted24 that, for a sufficiently strong entropic driving
force, the average escape time scales as τ ∼ N(N/φ)1/(3ν). In
light of our results, this prediction must be altered to

where ∆µ is the chemical potential gradient per monomer.
Thus, the escape time has a much stronger concentration
dependence than predicted in ref 24 and at fixed concentra-
tion the escape time is linearly proportional to the length of
the polymer rather than superlinearly. The chain-length
dependence must be treated with some caution because it
implies, for long chains, a translocation time that is smaller
than the equilibration time. For translocation through a planar
membrane, Kantor and Kardar33 proposed the unimpeded
motion of a polymer coil as a lower bound, yielding τ ∼
N1+ν/∆µ. Applied to a spherical cavity, this implies that eq
12 is modified further as

Coincidentally, for self-avoiding chains in three dimensions
the power-law behavior, N1+ν, is numerically very close to
the prediction24 N1+1/3ν, but the physical origin of the
exponent is very different. In addition, the corrected con-
centration dependence of eq 12 remains unaltered in eq 13.
In conclusion, we have demonstrated, for the first time,

that the free energy of a flexible self-avoiding polymer
confined to a spherical cavity exhibits a different dependence
on pore size than the free energy of a polymer confined
between parallel plates or within a cylindrical geometry. For
moderate monomer concentrations, the free energy of
confinement is in good agreement with the scaling law first
introduced by Grosberg and Khokhlov,12 $∆F ∼ Nφ1/(3ν-1).
At strong confinement, excluded-volume interactions are
screened and a crossover to a different scaling behavior is
observed.

Acknowledgment. This material is based upon work
supported by the U.S. Department of Energy, Division of
Materials Sciences under Award no. DEFG02-91ER45439,

Figure 5. Concentration dependence of the free energy of
confinement per monomer, obtained at constant volume (NVT ) and
constant pressure (NPT ). The coinciding curves for different chain
lengths confirm the extensive character of the free energy. For φ
< 0.15, the data exhibit a power-law behavior ∆F ∝ φ1.28 (dashed
line), in agreement with eq 4. The dotted line is a guide to the eye,
indicating the systematic deviations at high concentrations (see the
text).

τ ∼ N
∆µ ) N

∆F/N ∼ Nφ-1/(3ν-1) (12)

τ ∼ N1+ν

∆µ ) N1+ν

∆F/N ∼ N1+νφ-1/(3ν-1) (13)

Nb ) (8A0
3φ)-1/(3ν-1) (11)
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tions.17 Second, a blob scaling description has been pro-
posed,12,26 which explicitly recognizes that, unlike in a planar
or cylindrical geometry, the monomer concentration in a
spherical geometry increases upon confinement. As a result,
the free energy is predicted to exhibit the same concentration
dependence as in semidilute solutions27,28

The differences between these predictions are by no means
minor: Equation 4 predicts ∆F ∝ R-3.93, compared to ∆F
∝ R-3 in eq 3 and ∆F ∝ R-1.70 in eq 2.
To the best of our knowledge, this discrepancy has not

been addressed either by experiments or by computer
simulations. It is the purpose of the present work to resolve
the controversy by means of a systematic, accurate numerical
study of the free-energy cost of confinement of nonideal,
linear chains in a spherical geometry.
To be able to study long chains, we adopt a simple bead-

spring model, in which the polymer is represented by a linear
series of N spherical beads of diameter σ connected by bonds
of maximal extension lmax ) 1.9σ. All monomers interact
via a hard-core repulsion

where rij is the pair separation. The nearest-neighbor bonds
are described as

We explore the statistical properties of the model by means
of Monte Carlo simulations involving local monomer moves.
To demonstrate that this model reproduces the proper scaling
dimensions, we compute the radius of gyration, RG, for
unconfined chains with 32 e N e 1024. We find a power-
law dependence RG ∝ N0.594(0.005, in good agreement with
the renormalization-group result.18
We encapsulate the chain in a spherical cavity mimicked

by a confining potential centered around the origin

so that ri is the distance of monomer i from the center of the
sphere and λ represents the radius of the cavity (all distances
are expressed in units of monomer diameter σ). The free
energy of confinement can now be computed via thermo-
dynamic integration.29 The free energy difference between
two states identified by λ1 and λ2 is given by

where 〈...〉λ denotes the ensemble average in the presence of
the potential uR(λ) at fixed sphere radius λ. Because λ1 .
RG represents the limit of an unconfined chain, ∆F(R) can
be obtained by integrating over the range [∞, R]. The
normalized integrand, fR(λ) ≡ N-1〈∂uR(λ)/∂λ〉λ, represents the
force per monomer exerted by the polymer on the wall of
the cavity. To ensure that our choice of R in eq 7 does not
affect the functional dependence of ∆F on the size of the
cavity, we measure fR(λ) as a function of λ for different
values of R. As shown in Figure 2, even for N ) 256, the
shortest chain length employed in this study, fR(λ) converges
rapidly with increasing R (i.e., when the confining potential
becomes sufficiently steep). Thus, we adopt R ) 12 for all
further calculations.
Because the thermodynamic integration in eq 8 needs to

be carried out numerically, we perform accurate simulations

Figure 1. Snapshot of a polymer chain of N ) 2048 monomers
confined within a spherical cavity at monomer concentration φ ≈
0.03. For clarity, we depict the monomers smaller than their actual
size.

Figure 2. Force per monomer exerted by a polymer of length N
) 256 against the confining wall uR(λ) (eq 7) for different values
of R.

uR(λ) ) kBT∑
i)1

N 1

(λ - ri)
R

(R >0) (7)

∆F ≡ F(λ2) - F(λ1) ) ∫
λ1

λ2 〈∂uR(λ)∂λ 〉
λ
dλ (8)

#∆F ∼ (RGR )
3/(3ν-1)

∼ Nφ1/(3ν-1) (4)

um(rij) ) {0 if rij >σ
∞ if rij e σ (5)

ub(ri,i-1) ) {0 if ri,i-1 e lmax
∞ if ri,i-1 > lmax

(6)
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A self-avoiding homopolymer confined inside a spherical shell with 
varying sizes.

volume fraction

�c ⇠ 0.4

confinement, preventing a full equilibration of the chains
on relevant time scales. We document the emergence of
glassy behavior under strong confinement by first calcu-
lating the potential energy of each monomer [Figs. 1(a),
1(e), S5]. The spatial heterogeneity of monomer energies at
ϕ ¼ 0.402 is striking [Figs. 1(a), S5], which is also
indicated by the abrupt changes in the monomer energy
distribution PðϵÞ [Fig. 1(e)] and the standard deviation σϵ
[Fig. 1(e), inset].
In the absence of obvious symmetry breaking, it is useful

to characterize the dynamics using the van Hove correlation
function to discern the onset of glasslike behavior [23]. The
correlation function,

F~qðtÞ ¼
1

N

XN

j¼1

ei~q·½~rjðtÞ−~rjð0Þ%; ð1Þ

provides dynamical information of how the system relaxes
from its initial configuration, where ~rjðtÞ is a position of
jth monomer at time t. The ensemble-averaged isotropic
self-intermediate scattering function hFqðtÞi is estimated
by integrating F~qðtÞ over space with q ¼ j~qj and at
q ¼ qmax ¼ 2π=rs, where rs is the position of the first
peak in the total pair distribution function [see Fig. 1(c)].
The onset of the structural glass transition is described by
the density-density correlation function hFqðtÞi as a natural
order parameter, which decays to zero in the liquid phase,
but saturates to a nonzero value in the glassy phase even at
long times. Thus, hFqmax

ðtÞi provides information of how
rapidly the polymer confined to a sphere loses memory of
the initial configuration [Fig. 2(a)]. From physical consid-
erations, hFqmax

ðtÞi should vanish at long times (t → ∞) for
ϕ < ϕc; the decorrelation time of the polymer configura-
tion increases sharply as the extent of confinement (or ϕ)
approaches its dynamical arrest value. hFqmax

ðtÞi at various
ϕ is well fit by a stretched exponential function ∼e−ðt=ταÞβ ,
and the dependence of τα on ϕ for different N (Fig. 2) is
analyzed using the relation,

ταðϕ;NÞ ¼ τ0ðNÞ½ϕcðNÞ − ϕ%−ντ : ð2Þ

The relaxation time ταðϕ;NÞ increases with ϕ and diverges
at ϕcðNÞ. The stretching exponent β decreases with ϕ
(Fig. S4), consistent with our findings in Fig. 1(a) that the
system becomes more glassy as ϕ increases. The set of
ταðϕ;NÞ, for various N, are described by a universal curve,
satisfying log ðτα=τ0Þ ¼ −ντ log ½ϕcðNÞ − ϕ%, and hence
we obtain a universal scaling exponent ντ ≈0.65 for the
dynamical arrest. The critical volume fraction ϕcðNÞ is N
dependent but saturates to a finite value ϕ∞

c in the limit
N → ∞. From finite size scaling [Fig. 2(c)], we obtain
ϕ∞
c ≈0.45.
As an alternative to ταðϕÞ, the fluctuations in Fqmax

ðtÞ,
namely, the generalized susceptibility χ4ðtÞ corresponding

to the variance in Fqmax
ðtÞ, can distinguish between the

states below and above ϕc clearly. The fourth order
dynamic susceptibility [23], used to quantify dynamic
heterogeneity in structural glasses, is given by

χ4ðtÞ ¼ N½hFqmax
ðtÞ2i − hFqmax

ðtÞi2%: ð3Þ

The amplitude of χ4ðtÞ, χmax
4 , increases with ϕ [Fig. 3(a)],

and the divergence of χmax
4 near ϕcðNÞ can be described

using χmax
4 ðϕ;NÞ ¼ χo4ðNÞ½ϕcðNÞ − ϕ%−νχ . The scaling

exponent for the dynamical arrest transition is found to
be νχ ≈0.37. In the N → ∞ limit, ϕ∞

c ¼ 0.44 [Fig. 3(c)],
which is consistent with the ϕ∞

c ¼ 0.45 from the analysis
based on Eq. (2).
The significance of the key finding is that ϕ∞

c ≈0.44
becomes transparent by predicting the consequences
for chromosome dynamics in various organisms.
Without confinement or any special interactions mediated
by proteins, the genome occupies a large volume
V ∼ð4π=3ÞðRo

gÞ3 with Ro
g ≈lpðN=gÞ3=5 (lp ≈50 nm ¼

g × 0.34 nm=bp, thus g≈147 bp). Given that the nuclear
sizes are similar [∼Oð1Þ μm], there could be a large
variation in the nuclear volume fraction for different
organisms that have different genomic size, N.
(i) For bacteria (N ¼ 106 bp), Ro

g ≈10 μm is greater
than the bacterial cell size ∼1 μm. As 1 bp corresponds to
1 nm3 [35], the volume fraction for the bacterial genome is
ϕbac ¼ 1 nm3=bp × 106 bp=1 μm3 ¼ 10−3 ≪ ϕ∞

c , imply-
ing that glassy effects are not relevant.

(a) (b)

(c)

FIG. 2 (color online). Polymer dynamics under confinement
probed using ταðϕÞ. (a) hFqmax

ðtÞi with varying ϕ for N ¼ 300.
The time on the abscissa is scaled by τ ¼ a2=D (see Supple-
mental Material [29]). (b) (top) For a polymer with N, ταðϕ;NÞ
are fit to Eq. (2). (bottom). To obtain the universal scaling
exponent of τα near ϕcðNÞ, the fit was made using τα=τ0ðNÞ ¼
ðϕcðNÞ − ϕÞ−ντ for all N, which confers ντ ¼ 0.65. (c) Finite size
scaling to obtain ϕ∞

c ≡ ϕcðN ≫ 1Þ. ϕcðNÞ s fitted to ϕcðNÞ ¼
ϕ∞
c − aN−ν0 give ϕ∞

c ¼ 0.449, a ¼ 0.552, and ν0 ¼ 0.432.
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ðtÞi at various
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and the dependence of τα on ϕ for different N (Fig. 2) is
analyzed using the relation,
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The relaxation time ταðϕ;NÞ increases with ϕ and diverges
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4 near ϕcðNÞ can be described
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exponent for the dynamical arrest transition is found to
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by proteins, the genome occupies a large volume
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gÞ3 with Ro
g ≈lpðN=gÞ3=5 (lp ≈50 nm ¼

g × 0.34 nm=bp, thus g≈147 bp). Given that the nuclear
sizes are similar [∼Oð1Þ μm], there could be a large
variation in the nuclear volume fraction for different
organisms that have different genomic size, N.
(i) For bacteria (N ¼ 106 bp), Ro

g ≈10 μm is greater
than the bacterial cell size ∼1 μm. As 1 bp corresponds to
1 nm3 [35], the volume fraction for the bacterial genome is
ϕbac ¼ 1 nm3=bp × 106 bp=1 μm3 ¼ 10−3 ≪ ϕ∞

c , imply-
ing that glassy effects are not relevant.
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ðtÞi with varying ϕ for N ¼ 300.
The time on the abscissa is scaled by τ ¼ a2=D (see Supple-
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exponent of τα near ϕcðNÞ, the fit was made using τα=τ0ðNÞ ¼
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P (s) ⇠ s�(d+✓2)⌫
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β

FIG. S4: � value from the fit of Fqmax(t) ⇠ e�(t/⌧↵)�
for the

confined polymer (N = 300) as a function of �. It is note-
worthy that the decrease of �, the phenomenological stretch-
ing exponent that characterizes the extent of glassiness, is
consistent with our observation that the polymer dynamics
becomes more glassy with increasing �.

by,

P (s) =

PN�1
i=1

PN
j=i+1 �(|i� j|� s)⇥(a� |~ri � ~rj |)

PN�1
i=1

PN
j=i+1 �(|i� j|� s)

(6)

where ⇥(. . .) is the Heaviside step function. ⇥(x) = 1

for x � 0; otherwise ⇥(x) = 0.

FIG. S5: Snapshots of polymer under tight confinement
(� = 0.402). Monomers, colored based on the energy value,
underscore heterogeneity in the organization of the polymer.

Scaling relationship of contact probability
for SAW. In the absence of confinement, the chain

statistics should obey that of self-avoiding walk. Given

the distance distribution Ps(r) between two interior

points separated by s along the contour, the contact

probability is defined as P (s)(⇡ Ps(r = 0)). From

Ps(r) ⇠ (1/s⌫
)
df(r/s⌫

) ⇠ (1/s⌫
)
d
(r/s⌫

)
g

for r ⌧ s,
where g is the correlation hole exponent and g = ✓2

for two interior points [3]. The scaling exponent should

be similar to the probability of two interior points of a

SAW chain to be in contact, P (s) ⇠ s�(d+✓2)⌫ ⇡ s�2.18

with d = 3, ✓2 = 0.71, ⌫ = 0.588 [3–5]. In accord with

this expectation, our simulation shows ↵ = 2.18 in the

absence of confinement (Rs/a ! 1). Note that for

Gaussian chain (or polymer melt) g = 0, ⌫ = 1/2, and

d = 3, so that we retrieve the scaling relation for an

equilibrium globule P (s) ⇠ s�1.5
in the above.

� = 0.402

� = 0.313

� = 0.247

� = 0

FIG. S6: Formation of fractal-like globules from self-avoiding
chain with increasing extent of confinement (� = 0! 0.402).
At � = 0.402, the globules display segregated domains with
ultra-slow mobility.

[1] J. Mateos-Langerak, M. Bohn, W. de Leeuw, O. Giromus,
E. M. Manders, P. J. Verschure, M. H. Indemans, H. J.
Gierman, D. W. Heermann, R. Van Driel, et al., Proc.
Natl. Acad. Sci. U.S.A. 106, 3812 (2009).

[2] M. Barbieri, M. Chotalia, J. Fraser, L.-M. Lavitas,
J. Dostie, A. Pombo, and M. Nicodemi, Proc. Natl. Acad.
Sci. U.S.A. 109, 16173 (2012).

[3] J. des Cloizeaux, J. Phys. 41, 223 (1980).
[4] S. Redner, J. Phys. A: Math. Gen. 13, 3525 (1980).
[5] N. Toan, P. Greg Morrison, C. Hyeon, and D. Thirumalai,

J. Phys. Chem. B 112, 6094 (2008).

SAW

des Cloizeaux J. Phys. (1980) 41, 223



Rs

kBT

40

20

10

30

φ=0.247 

φ=0.313 

φ=0.360 

φ=0.392 

φ=0.399 

φ=0.402 

φ=Rs/Rg 

 23

3

0
.3

0
.3
2

0
.3
4

0
.3
6

0
.3
8

0
.4

φ

0
.4

0
.5

0
.6

0
.7

0
.8

0
.9

β

F
IG
.
S
4:
�
valu
e
from
th
e
fi
t
of
F
q
m
a
x(t)⇠
e
�
(t/
⌧
↵
)

�

for
th
e

con
fi
n
ed
p
oly
m
er
(N
=
300)
as
a
fu
n
ction
of
�
.
It
is
n
ote-

w
orth
y
th
at
th
e
d
ecrease
of
�
,
th
e
p
h
en
om
en
ological
stretch
-

in
g
ex
p
on
en
t
th
at
ch
aracterizes
th
e
ex
ten
t
of
glassin
ess,
is

con
sisten
t
w
ith
ou
r
ob
servation
th
at
th
e
p
oly
m
er
d
y
n
am
ics

b
ecom
es
m
ore
glassy
w
ith
in
creasin
g
�
.

b
y
, P

(s
)
=

P
N
�
1

i=
1

P
N j=

i+
1
�
(|i�
j|�
s
)
⇥
(a
�
|~r
i�
~r
j|)

P
N
�
1

i=
1

P
N j=

i+
1
�
(|i�
j|�
s
)

(
6
)

w
h
e
r
e
⇥
(...)
is
t
h
e
H
e
a
v
is
id
e
s
t
e
p

fu
n
c
t
io
n
.

⇥
(x
)
=

1

fo
r
x
�
0
;
o
t
h
e
r
w
is
e
⇥
(x
)
=

0
.

a b

0

0
.0
0
5

0
.0
1

0
.0
1
5

0
.0
2

0
.0
2
5

0

5
0

1
0
0

1
5
0

2
0
0

2
5
0

P(E)

E
(k
B

T
)

C
o
re

S
u
rfa
ce

P
(�
)

r/R
s  < 0.5

0.5 < r/R
s <1

�/k
B
T

F
IG
.
S
5:
(a)
S
n
ap
sh
ots
of
p
oly
m
er
u
n
d
er
stron
g
con
fi
n
em
en
t

(�
=
0.402).
M
on
om
ers,
colored
b
ased
on
th
e
en
ergy
valu
e,

u
n
d
erscore
th
e
sp
atial
h
eterogen
eity
of
stress
in
th
e
organ
iza-

tion
of
th
e
p
oly
m
er.
(b
)
M
on
om
er
en
ergy
d
istrib
u
tion
,
P
("),

at
�
=
0.402
for
d
i↵
eren
t
ran
ge
of
r:
r/R
s
<
0.5
for
core
an
d

0.5
<
r/R
s
<
1
for
th
e
su
rface.
T
ogeth
er
w
ith
th
e
sn
ap
sh
ot

d
isp
lay
in
g
th
e
in
terior
of
th
e
glob
u
le
on
th
e
righ
t,
P
(")
for

th
e
d
i↵
eren
t
ran
ge
of
r
h
igh
ligh
ts
th
at
th
e
sp
atial
h
eterogen
e-

ity
of
th
e
m
on
om
er
en
ergy
is
p
resen
t
in
th
e
in
terior
as
w
ell

as
on
th
e
su
rface
of
glob
u
le.

S
calin
g
relation
sh
ip

of
contact
p
rob
ab
ility

for
S
A
W
.
I
n

t
h
e

a
b
s
e
n
c
e

o
f
c
o
n
fi
n
e
m
e
n
t
,

t
h
e

c
h
a
in

s
t
a
t
is
t
ic
s
s
h
o
u
ld

o
b
e
y

t
h
a
t
o
f
s
e
lf-a
v
o
id
in
g

w
a
lk
.
G
iv
e
n

t
h
e

d
is
t
a
n
c
e

d
is
t
r
ib
u
t
io
n

P
s
(r
)

b
e
t
w
e
e
n

t
w
o

in
t
e
r
io
r

p
o
in
t
s

s
e
p
a
r
a
t
e
d

b
y

s
a
lo
n
g

t
h
e

c
o
n
t
o
u
r
,
t
h
e

c
o
n
t
a
c
t

p
r
o
b
a
b
ilit
y

is

d
e
fi
n
e
d

a
s

P
(s
)
(⇡
P
s
(r
=

0
)
)
.

F
r
o
m

P
s
(r
)

⇠
(
1/s

⌫
)

d f
(r/s

⌫
)

⇠
(
1/s

⌫
)

d
(r/s

⌫
)

g

fo
r

r
⌧
s
,

w
h
e
r
e

g
is

t
h
e

c
o
r
r
e
la
t
io
n

h
o
le

e
x
p
o
n
e
n
t

a
n
d

g
=

✓
2

fo
r
t
w
o
in
t
e
r
io
r
p
o
in
t
s
[3
].
T
h
e
s
c
a
lin
g
e
x
p
o
n
e
n
t
s
h
o
u
ld

b
e
s
im
ila
r
t
o

t
h
e
p
r
o
b
a
b
ilit
y

o
f
t
w
o

in
t
e
r
io
r
p
o
in
t
s
o
f
a

S
A
W

c
h
a
in

t
o

b
e
in

c
o
n
t
a
c
t
,
P
(s
)
⇠
s�

(d
+
✓
2
)⌫
⇡
s�

2
.1
8

w
it
h

d
=

3
,
✓
2
=

0.7
1
,
⌫
=

0.5
8
8

[3
–
5
].
I
n

a
c
c
o
r
d

w
it
h

t
h
is
e
x
p
e
c
t
a
t
io
n
,
o
u
r
s
im
u
la
t
io
n

s
h
o
w
s
↵
=

2.1
8

in

t
h
e

a
b
s
e
n
c
e

o
f
c
o
n
fi
n
e
m
e
n
t

(R
s/a
!
1
)
.

N
o
t
e

t
h
a
t

fo
r

G
a
u
s
s
ia
n

c
h
a
in

(
o
r
p
o
ly
m
e
r
m
e
lt
)
g
=

0
,
⌫
=

1/
2
,
a
n
d

d
=

3
,
s
o

t
h
a
t
w
e

r
e
t
r
ie
v
e

t
h
e

s
c
a
lin
g

r
e
la
t
io
n

fo
r

a
n

e
q
u
ilib
r
iu
m

g
lo
b
u
le
P
(s
)⇠
s�

1
.5
in

t
h
e
a
b
o
v
e
.

�
=

0.4
0
2

�
=

0.3
1
3

�
=

0.2
4
7

�
=

0

F
IG
.
S
6:
F
orm
ation
of
fractal-like
glob
u
les
from
self-avoid
in
g

ch
ain
w
ith
in
creasin
g
ex
ten
t
of
con
fi
n
em
en
t
(�
=
0
!
0.402).

A
t
�
=
0.402,
th
e
glob
u
les
d
isp
lay
segregated
d
om
ain
s
w
ith

u
ltra-slow
m
ob
ility.

[1]
J.
M
ateos-L
an
gerak
,
M
.
B
oh
n
,
W
.
d
e
L
eeu
w
,
O
.
G
irom
u
s,

E
.
M
.
M
an
d
ers,
P
.
J.
V
ersch
u
re,
M
.
H
.
In
d
em
an
s,
H
.
J.

G
ierm
an
,
D
.
W
.
H
eerm
an
n
,
R
.
V
an
D
riel,
et
al.,
P
ro
c.

N
atl.
A
cad
.
S
ci.
U
.
S
.
A
.
1
0
6
,
3812
(2009).

2

FIG.1:Polymerconfinedtospheres.(a)SnapshotsofpolymerconformationwithN=300.Thevalueofpotential
energy(scaleontheleft)foreachmonomershowsthatthespatialheterogeneityincreasesasthepolymervolumefraction
approachesacriticalvalue,�c(300)⇡0.404.OthersnapshotsareshowninFig.S5.Distinctcontactmapsfromthree
distinctpolymerconfigurationsat�=0.402near�c(300)areshownontheright.(b)FlorylawsRg⇠N

3/5
and⇠N

1/3
are

satisfiedforthecasesof�=0andstrong(�=0.402)confinements,respectively.(c)Radialdistributionfunctions(seeSM
fordefinition)atthree�values.(d)Contactprobabilitiesasafunctionofgenomicseparation(s/a)(seeSMfordefinition)
withincreasing�from0to0.404(N=300).(e)Distributionsofmonomerenergy(✏i=U

bond
i+

P
j6=iU

ex
i,j+U

surf
i,

seeSM),P(✏)=N�1PN
i=1�(✏i�✏),forincreasing�.Divergenceofthestandarddeviation(�

2
✏=h✏

2
i�h✏i

2
where

h✏
n
i=

R1
0✏

n
P(✏)d✏)near�cisshownintheinset.

finementisincreased.Whenthisresultistranslated
intogenomeorganization,wefindthatbacteriaand
yeastchromosomefoldingcanbethoughtofasanequi-
libriumprocesswhereastheterritorialorganizationin
humansexhibitglassybehavior.Theseinferencescan-
notbedrawnfromgenomecontactmapsalone,which
hasbeenthesolefocusonchromosomefolding.

Theequilibriumaspectsofconfinedpolymersare
wellunderstood[16,22].Theequilibriumfreeenergy
ofaflexibleself-avoidingpolymerconfinedtoasphere
isnotextensive[23,24]incontrasttopolymerlocal-
izationinaslitoracylinder.Furthermore,asthe
extentofconfinementincreases,thevolumefraction,
definedby�=(Rc

g/Rs)3(Fig.1a,seeSupplemental
Material)increases,andmoreimportantly,theequi-
librationtimeofthechainincreasesdramatically.If
thegenomeequilibrationtime(⌧eq)islongerthanfi-
nitecelldoublingtime(⌧cell)thenthedecondensation-
condensationcycledynamicsshouldbegovernedby
non-equilibriumglassye↵ects[11,25].Weexplore
theseaspectsinthecontextofgenomefoldingus-
ingsimulationsofhomopolymersconfinedtoasphere
(seeSMfordetails).Inparticular,weshowthatif
⌧eq�⌧cell,whichweshowisthecaseinhumanchro-
mosomes,thenthecondensation-decondensationtran-

sitionshouldbeunderkineticcontrol.
Ingeneral,itisdi�culttodistinguishbetweennon-

equilibriumconformationofapolymerfromitsequilib-
riumcounterpartbecauseanorderparameterdescrib-
ingpolymerconfigurationsforbothcasescouldbesim-
ilar,justasisthecaseforliquidsandglasses.Indeed,
thesizeofpolymerwithincreasingNsatisfiesthe
Floryrelationship,Rg⇠N⌫with⌫⇡3/5and1/3for
weakandstrongconfinement,respectively(Fig.1b),
crossingovertheregimeRg⇠N1/2at�(✓)⇡0.2
whererepulsionduetoexcludedvolumeiscounter-
balancedbytheconfinementpressure.Therefore,in
tightconfinementRgscalingcannotdistinguishbe-
tweenequilibriumandnon-equilibriumglobules.Itis
worthnotingthattheradialdistributionfunctionbe-
tweenmonomerathigh�isreminiscentofthestruc-
tureatclosepacking(Fig.1c),whichsuggeststhatex-
tentofconfinementcontrolsthechaintopology.

Thescalingexponent↵ofthecontactprobability
betweentwositesseparatedbythechaincontours
(orgenomicdistance),P(s)⇠s�↵,isonewaytoas-
sesswhetherthechainisinequilibriumorinnon-
equilibrium(Alternatively,theaveragedistancebe-
tweentwolociwiths,R(s)⇠s⌫,canbeusedtoassess
thechainorganization[9,14].SeeFig.S3).Intheab-
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FIG. 1: Polymer confined to spheres. (a) Snapshots of polymer conformation with N = 300. The value of potential
energy (scale on the left) for each monomer shows that the spatial heterogeneity increases as the polymer volume fraction
approaches a critical value, �c(300) ⇡ 0.404. Other snapshots are shown in Fig.S5. Distinct contact maps from three
distinct polymer configurations at � = 0.402 near �c(300) are shown on the right. (b) Flory laws Rg ⇠ N3/5 and⇠ N1/3 are
satisfied for the cases of � = 0 and strong (� = 0.402) confinements, respectively. (c) Radial distribution functions (see SM
for definition) at three � values. (d) Contact probabilities as a function of genomic separation (s/a) (see SM for definition)
with increasing � from 0 to 0.404 (N = 300). (e) Distributions of monomer energy (✏i = Ubond

i +
P

j 6=i Uex
i,j + U surf

i ,

see SM), P (✏) = N�1 PN
i=1 �(✏i � ✏), for increasing �. Divergence of the standard deviation (�2

✏ = h✏2i � h✏i2 where
h✏ni =

R1
0

✏nP (✏)d✏) near �c is shown in the inset.

finement is increased. When this result is translated
into genome organization, we find that bacteria and
yeast chromosome folding can be thought of as an equi-
librium process whereas the territorial organization in
humans exhibit glassy behavior. These inferences can-
not be drawn from genome contact maps alone, which
has been the sole focus on chromosome folding.

The equilibrium aspects of confined polymers are
well understood [16, 22]. The equilibrium free energy
of a flexible self-avoiding polymer confined to a sphere
is not extensive [23, 24] in contrast to polymer local-
ization in a slit or a cylinder. Furthermore, as the
extent of confinement increases, the volume fraction,
defined by � = (Rc

g/Rs)3 (Fig.1a, see Supplemental
Material) increases, and more importantly, the equi-
libration time of the chain increases dramatically. If
the genome equilibration time (⌧eq) is longer than fi-
nite cell doubling time (⌧cell) then the decondensation-
condensation cycle dynamics should be governed by
non-equilibrium glassy e↵ects [11, 25]. We explore
these aspects in the context of genome folding us-
ing simulations of homopolymers confined to a sphere
(see SM for details). In particular, we show that if
⌧eq � ⌧cell, which we show is the case in human chro-
mosomes, then the condensation-decondensation tran-

sition should be under kinetic control.
In general, it is di�cult to distinguish between non-

equilibrium conformation of a polymer from its equilib-
rium counterpart because an order parameter describ-
ing polymer configurations for both cases could be sim-
ilar, just as is the case for liquids and glasses. Indeed,
the size of polymer with increasing N satisfies the
Flory relationship, Rg ⇠ N⌫ with ⌫ ⇡ 3/5 and 1/3 for
weak and strong confinement, respectively (Fig.1b),
crossing over the regime Rg ⇠ N1/2 at �(✓)

⇡ 0.2
where repulsion due to excluded volume is counter-
balanced by the confinement pressure. Therefore, in
tight confinement Rg scaling cannot distinguish be-
tween equilibrium and non-equilibrium globules. It is
worth noting that the radial distribution function be-
tween monomer at high � is reminiscent of the struc-
ture at close packing (Fig.1c), which suggests that ex-
tent of confinement controls the chain topology.

The scaling exponent ↵ of the contact probability
between two sites separated by the chain contour s
(or genomic distance), P (s) ⇠ s�↵, is one way to as-
sess whether the chain is in equilibrium or in non-
equilibrium (Alternatively, the average distance be-
tween two loci with s, R(s) ⇠ s⌫ , can be used to assess
the chain organization [9, 14]. See Fig.S3). In the ab-

Distribution of monomer energy

N=300

Spatial heterogeneity
glassy, glassy, glassy … !!

maps alone, which has been the sole focus of chromosome
folding.
The equilibrium aspects of confined polymers are well

understood [17,26]. The equilibrium free energy of a
polymer confined to a sphere is not extensive [27,28] in
contrast to polymer localization in a slit or a cylinder.
Furthermore, as the extent of confinement increases, the
volume fraction, defined by ϕ ¼ ðRc

g=RsÞ3 (Fig. 1(a), see
Supplemental Material [29]) increases, and more impor-
tantly, the equilibration time of the chain (τeq) increases
dramatically. If τeq for a genome is longer than the finite
cell doubling time (τcell) then the decondensation-
condensation cycle dynamics of the genome should be
under kinetic control. We explore these aspects in the
context of genome folding using simulations of homopol-
ymers confined in a sphere (see Supplemental Material [29]
for details), highlighting the confinement effect on a
polymer leading to the ultraslow glassy dynamics, such
that τeq ≫ τcell, which we will show is the case in human
chromosomes (N ≈109) and viral DNA (N ≈105).
In general, it is difficult to distinguish between non-

equilibrium conformation of a polymer and its equilibrium
counterpart because polymer configurations for both cases
could be similar, just as is the case for liquids and glasses.
Indeed, the polymer size with increasing N satisfies the
Flory relationship, Rg ∼Nν with ν≈3=5 and 1=3 for weak
and strong confinement, respectively [Fig. 1(b)], crossing

over the regime Rg ∼N1=2 at ϕðθÞ ≈0.2 where repulsion
due to excluded volume is counterbalanced by the confine-
ment pressure. Therefore, in strong confinement Rg scaling
cannot distinguish between equilibrium and nonequili-
brium globules. The radial distribution function (RDF)
between monomers at high ϕ is reminiscent of the closely
packed structure [Fig. 1(c)], suggesting that extent of
confinement controls the chain organization.
The scaling exponent α of the contact probability

between two sites separated by the chain contour s,
PðsÞ∼s−α, is one way to assess the chain organization.
(Alternatively, the average distance between two loci
separated by s, RðsÞ∼sν, can be used [9,15], see
Fig. S3.) PðsÞ∼s−2.18 is expected for unconfined self-
avoiding walk (SAW) (see Supplemental Material [29])
[30–32]. For an equilibrium globule under strong confine-
ment, polymer chains are in nearΘ condition because of the
effective cancellation between attraction and repulsion.
Hence, we expect that PðsÞ∼s−α with α ¼ 1.5 [17,33].
In the case of strong confinement, however, PðsÞ∼s−1 in
the range of s=a∼Oð10Þ for N ¼ 300, similar to the
scaling observed in the Hi-C analysis of the chromosome in
interphase [3,34]. The range of s−1 scaling increases as the
extent of confinement increases [Fig. 1(d)].
However, PðsÞ scaling is not an indicator of the under-

lying dynamics. Even for a SAW chain with no specific
attractive interaction, dynamics can be arrested in strong

(a) (b) (c)

(d) (e)

FIG. 1 (color online). Polymer (N ¼ 300) confined to spheres. (a) Snapshots from simulations. The value of the potential energy (scale
on the left) for each monomer shows that the spatial heterogeneity increases as ϕ approaches ϕcð300Þ≈0.404 (see Fig. S5 for other
snapshots). Contact maps from three distinct polymer configurations at ϕ ¼ 0.402 near ϕcð300Þ are shown on the right. (b) Flory laws
Rg ∼N3=5 and ∼N1=3 are satisfied for unconfined and strongly confined (ϕ ¼ 0.402) chains of varying N, respectively. (c) RDFs (see
Supplemental Material [29]) at three ϕ values. (d) Intersegmental contact probabilities (see Supplemental Material [29] for definition)
with increasing ϕ from 0 to 0.404 (N ¼ 300). (e) Distributions of monomer energy (ϵi ¼ Ubond

i þ
P

j≠iU
ex
i;j, where the surface

interaction term is excluded from the calculation. See Supplemental Material [29].), PðϵÞ ¼ N−1 PN
i¼1 δðϵi −ϵÞ, for increasing ϕ.

Divergence of the standard deviation [σ2ϵ ¼ hϵ2i−hϵi2 where hϵni ¼
R∞
0 ϵnPðϵÞdϵ] near ϕc is shown in the inset.
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maps alone, which has been the sole focus of chromosome
folding.
The equilibrium aspects of confined polymers are well

understood [17,26]. The equilibrium free energy of a
polymer confined to a sphere is not extensive [27,28] in
contrast to polymer localization in a slit or a cylinder.
Furthermore, as the extent of confinement increases, the
volume fraction, defined by ϕ ¼ ðRc

g=RsÞ3 (Fig. 1(a), see
Supplemental Material [29]) increases, and more impor-
tantly, the equilibration time of the chain (τeq) increases
dramatically. If τeq for a genome is longer than the finite
cell doubling time (τcell) then the decondensation-
condensation cycle dynamics of the genome should be
under kinetic control. We explore these aspects in the
context of genome folding using simulations of homopol-
ymers confined in a sphere (see Supplemental Material [29]
for details), highlighting the confinement effect on a
polymer leading to the ultraslow glassy dynamics, such
that τeq ≫ τcell, which we will show is the case in human
chromosomes (N ≈109) and viral DNA (N ≈105).
In general, it is difficult to distinguish between non-

equilibrium conformation of a polymer and its equilibrium
counterpart because polymer configurations for both cases
could be similar, just as is the case for liquids and glasses.
Indeed, the polymer size with increasing N satisfies the
Flory relationship, Rg ∼Nν with ν≈3=5 and 1=3 for weak
and strong confinement, respectively [Fig. 1(b)], crossing

over the regime Rg ∼N1=2 at ϕðθÞ ≈0.2 where repulsion
due to excluded volume is counterbalanced by the confine-
ment pressure. Therefore, in strong confinement Rg scaling
cannot distinguish between equilibrium and nonequili-
brium globules. The radial distribution function (RDF)
between monomers at high ϕ is reminiscent of the closely
packed structure [Fig. 1(c)], suggesting that extent of
confinement controls the chain organization.
The scaling exponent α of the contact probability

between two sites separated by the chain contour s,
PðsÞ∼s−α, is one way to assess the chain organization.
(Alternatively, the average distance between two loci
separated by s, RðsÞ∼sν, can be used [9,15], see
Fig. S3.) PðsÞ∼s−2.18 is expected for unconfined self-
avoiding walk (SAW) (see Supplemental Material [29])
[30–32]. For an equilibrium globule under strong confine-
ment, polymer chains are in nearΘ condition because of the
effective cancellation between attraction and repulsion.
Hence, we expect that PðsÞ∼s−α with α ¼ 1.5 [17,33].
In the case of strong confinement, however, PðsÞ∼s−1 in
the range of s=a∼Oð10Þ for N ¼ 300, similar to the
scaling observed in the Hi-C analysis of the chromosome in
interphase [3,34]. The range of s−1 scaling increases as the
extent of confinement increases [Fig. 1(d)].
However, PðsÞ scaling is not an indicator of the under-

lying dynamics. Even for a SAW chain with no specific
attractive interaction, dynamics can be arrested in strong

(a) (b) (c)

(d) (e)

FIG. 1 (color online). Polymer (N ¼ 300) confined to spheres. (a) Snapshots from simulations. The value of the potential energy (scale
on the left) for each monomer shows that the spatial heterogeneity increases as ϕ approaches ϕcð300Þ≈0.404 (see Fig. S5 for other
snapshots). Contact maps from three distinct polymer configurations at ϕ ¼ 0.402 near ϕcð300Þ are shown on the right. (b) Flory laws
Rg ∼N3=5 and ∼N1=3 are satisfied for unconfined and strongly confined (ϕ ¼ 0.402) chains of varying N, respectively. (c) RDFs (see
Supplemental Material [29]) at three ϕ values. (d) Intersegmental contact probabilities (see Supplemental Material [29] for definition)
with increasing ϕ from 0 to 0.404 (N ¼ 300). (e) Distributions of monomer energy (ϵi ¼ Ubond

i þ
P

j≠iU
ex
i;j, where the surface

interaction term is excluded from the calculation. See Supplemental Material [29].), PðϵÞ ¼ N−1 PN
i¼1 δðϵi −ϵÞ, for increasing ϕ.

Divergence of the standard deviation [σ2ϵ ¼ hϵ2i−hϵi2 where hϵni ¼
R∞
0 ϵnPðϵÞdϵ] near ϕc is shown in the inset.
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N V (nuclear vol.) 𝜙(vol. frac.)

bacteria 106 bp 1 μm3 ~0.001

yeast 108 bp 4 μm3 ~0.12

human 2×(3×109) bp 60-100 μm3 0.3-0.5

virus <105 bp ~1.8×10-4 μm3 ~0.5

} eukaryotes

Implication to genome organization in different organisms

 24

�1
c ⇠ 0.4

Vnuc ⇡ 300⇡ nm3
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• Confined self-avoiding chain (T>Θ)


• Chromosomes are not in T>Θ. Protein mediated interactions may 
be more important for the chromosome compaction. 


• For functional reason, chromosomes may effectively be in


• Effects of confining near-Θ chains can be very subtle.

… 

T . ⇥
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“Near-Θ polymers in a cylindrical space” 
Y. Jung, C. Hyeon, B.-Y. Ha, Macromolecules (2020) 53, 2412-2419

“Compressing Θ-chain in slit geometry” 
L. Liu, P. A. Pincus, C. Hyeon, Nano Letters (2019) 19, 5667-5673

— Virial coeff’s (solvent quality) vary with confining geometry !! 



2. Chromosomes with heteropolymers 

(Structure)



Hi-C

}Millions of cells
(cell-to-cell variation)

pij
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High throughput chromosome conformation capture

interphase



Hi-C map & chromosome structures are cell-type dependent
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FIG. 3: Multi-scale chromatin domain solutions for various cell types. (a) A subset of 50-kb resolution Hi-C
data, covering a 10-Mb genomic region of chr10 in GM12878. (b) The cross-correlation matrix Cij for the corresponding
subset. See Fig. S3 [54] for a full-chromosome view. (c) Multi-CD applied to the correlation matrix in b. Domain
solutions determined at 4 di↵erent values of � = 0, 10, 30, 50. (d) Hi-C data from the same chromosome (chr10) in four
other cell lines: HUVEC, NHEK, K562, and KBM7. Same subset as in a. (e-g) Characteristics of the domain solutions
determined for all five cell lines in a and d: (e) the average domain size, hni; (f) the index of dispersion in the domain
size, D(= �2

n/hni); (g) the normalized mutual information, nMI. (h-i) Comparison of domain solutions across cell types.
(h) Average cell-to-cell similarity of domain solutions, in terms of Pearson correlations, at varying �. (i) Domain solutions
obtained at � = 10 for 5 di↵erent cell types. See Fig. S6 [54] for solutions at � = 0 and � = 40. (j) Similarity between
domain solutions at di↵erent �’s, shown for GM12878. See Fig. S7 [54] for corresponding results for the other four cell
lines. (k) RNA-seq signals from the five cell lines (colored hairy lines), on top of the TAD solutions (filled boxes), in a
genomic interval that contains the regulatory elements associated with a gene APBB1IP. APBB1IP is transcriptionally
active only in two cell lines, GM12878 and KBM7, where the regulatory elements are fully enclosed in the same TAD.
See Fig. S8 [54] for a larger figure.

some [8], we use the term meta-TAD exclusively for
the larger-scale local CDs, distinguishing them from
the non-local structures (i.e., compartments, discussed
below). We note, however, that the terminologies of
TADs and the meta-TADs are still not definitive – a re-
cently proposed algorithm based on structural entropy
minimization [64] found that the “best” solutions were
found at ⇠ 2 Mb domains, which is consistent with our

findings, although these domains were called the TADs
in Ref. [64].

Finally, a trivial but special scale is � = 0, where
no additional preference for coarser CDs is imposed.
The CDs at this scale are supposed to best explain
the local correlation pattern that is reflected in the
strong Hi-C signals near the diagonal. These smaller
CDs are almost completely nested in the TADs and
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Figure S8: Cell-line dependent TAD organization and its link to gene expression. The RNA-seq

signals from five di↵erent cell lines (colored hairy lines) are shown on top of the TAD solutions obtained by

Multi-CD (triangles with matching colors). At the top shown are the the position of a specific gene APBB1IP

(top row), and the regulatory elements associated with this gene (second row), including the enhancers and the

promoter (the position of promotor is marked with a magenta line). APBB1IP is transcriptionally active only

in two cell lines, GM12878 and KBM7. In the two cell lines, the regulatory elements are fully enclosed in the

same TAD.

7

bioRxiv 10.1101/530519

Waddington’s (metaphorical)  
epigenetic landscape



• Strings and binders switch (SBS) model
• Loop extrusion model 
• MiChroM
• Chromosome copolymer model (CCM)
• …
• … 
• Heterogeneous loop model 

Liu et al. Biophys. J. (2019) 117, 613-625

Hi-C map & chromosome structures are cell-type dependent
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FIG. 3: Multi-scale chromatin domain solutions for various cell types. (a) A subset of 50-kb resolution Hi-C
data, covering a 10-Mb genomic region of chr10 in GM12878. (b) The cross-correlation matrix Cij for the corresponding
subset. See Fig. S3 [54] for a full-chromosome view. (c) Multi-CD applied to the correlation matrix in b. Domain
solutions determined at 4 di↵erent values of � = 0, 10, 30, 50. (d) Hi-C data from the same chromosome (chr10) in four
other cell lines: HUVEC, NHEK, K562, and KBM7. Same subset as in a. (e-g) Characteristics of the domain solutions
determined for all five cell lines in a and d: (e) the average domain size, hni; (f) the index of dispersion in the domain
size, D(= �2

n/hni); (g) the normalized mutual information, nMI. (h-i) Comparison of domain solutions across cell types.
(h) Average cell-to-cell similarity of domain solutions, in terms of Pearson correlations, at varying �. (i) Domain solutions
obtained at � = 10 for 5 di↵erent cell types. See Fig. S6 [54] for solutions at � = 0 and � = 40. (j) Similarity between
domain solutions at di↵erent �’s, shown for GM12878. See Fig. S7 [54] for corresponding results for the other four cell
lines. (k) RNA-seq signals from the five cell lines (colored hairy lines), on top of the TAD solutions (filled boxes), in a
genomic interval that contains the regulatory elements associated with a gene APBB1IP. APBB1IP is transcriptionally
active only in two cell lines, GM12878 and KBM7, where the regulatory elements are fully enclosed in the same TAD.
See Fig. S8 [54] for a larger figure.

some [8], we use the term meta-TAD exclusively for
the larger-scale local CDs, distinguishing them from
the non-local structures (i.e., compartments, discussed
below). We note, however, that the terminologies of
TADs and the meta-TADs are still not definitive – a re-
cently proposed algorithm based on structural entropy
minimization [64] found that the “best” solutions were
found at ⇠ 2 Mb domains, which is consistent with our

findings, although these domains were called the TADs
in Ref. [64].

Finally, a trivial but special scale is � = 0, where
no additional preference for coarser CDs is imposed.
The CDs at this scale are supposed to best explain
the local correlation pattern that is reflected in the
strong Hi-C signals near the diagonal. These smaller
CDs are almost completely nested in the TADs and
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Figure 2. Three different types of epigenetic domains inferred from Hi-C. Heatmap of contact probabilities from Hi-C (upper diagonal region) and from HLM
(lower diagonal region) for the (A) active domain A-23, (B) inactive domain I-14, and (C) Polycomb-repressed domain R-11, each of which is the largest of the
domain type. Enrichment profiles of H3K4me2 (red), unmodified H3 (black), and Pc (blue) are shown on the left in each map. (D) Contact probability P (s) as a
function of genomic distance s for the three largest domains. (E) (top) P (s) for all 46 domains (13). (bottom) bP (s) is the contact probability averaged over the
domain of the same epigenetic type. (F) � versus chromatin accessibility. � is the value of exponent determined from the scaling relationship P (s)⇠s�� . The
domain accessibility is calculated from DNase I hypersensitivity assay (6) (see MATERIALS AND METHODS for details). The histograms of � and domain
accessibility are shown on the side and top of the panel, respectively. Significance of similarity in histograms between the values of � and between domain
accessibilities is shown on the top of histograms with the notation: ns (not significant, p>0.05), * (p<0.05), ** (p<0.01), and ***** (p<1⇥10�5).

relevant experimental data were assembled with respect to the
reference genome assembly dm3 of Drosophila melanogaster.

Characterization of domain structures

The 3D conformational ensemble of epigenetic domains
generated using HLM was characterized by means of
the following structural properties (see Supplementary
Information for the precise mathematical expression for each
measure):

(i) The mean radius of gyration (rg) was calculated as a
function of genomic distance s for the subchains in a genomic
domain of interest, and it was fitted to rg(s)⇠s⌫ , where
the scaling exponent ⌫ characterizes the chromatin chain
organization inside the domain. The chromatin density inside
the domain can be approximated as L/R3

g , where L is the total
number of monomers in the domain whose radius of gyration
is Rg .

(ii) The asphericity (Asp.) was calculated to characterize
the overall shape of chromatin domain in reference to a perfect
sphere. Asp.=0 is for the sphere, and Asp.>0 quantifies the
extent of deviation from a spherical shape.

(iii) The density and surface roughness of a domain were
evaluated by means of the Voronoi tessellation (35), which
offers a well-defined volume V and surface area S of the
domain. The surface roughness was quantified by calculating
the surface area S relative to that of a perfect sphere (S0). By

definition, S/S0�1 should be satisfied, and a rougher domain
surface would give rise to a larger value of S/S0. Given the
volume from the Voronoi tessellation, the domain density is
calculated as L/V .

(iv) The overlap fraction of X domain with Y domain
is defined as the number of monomers in X domain that
are within a distance 2a from any monomer in the domain
Y relative to the total number of monomers comprising X
domain (13), where a is the van der Waals radius or the
diameter of each monomer. The overlap factor between X
and Y domains is determined as the ratio of the number of
inter-domain monomer pairs to the number of all inter-domain
monomer pairs.

(v) To visualize a structural ensemble of modeled
chromatin domain (30), the geometric centers of three or
four (sub)domains, if any, were first selected from the
whole domain, and next the distribution of the interdomain
distances were computed based on the ensemble of structures.
Several chromatin conformations were then randomly selected
from the most populated cluster determined based on the
interdomain distances, and were aligned and rendered.
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RESULTS
Epigenetic state-dependent intra-domain organization of

chromatin inferred from Hi-C

For each of 46 domains examined in Ref (13), we
first analyzed the corresponding regions of Hi-C data (9)
(Figure 2A-C) and calculated the intra-domain contact
probability, P (s), as a function of the genomic distance s.
P (s) shows power-law decay, P (s)⇠s�� , over the range of
s'(0.01�0.4) Mb. The largest active (A-23), inactive (I-14),
and Polycomb-repressed domains (R-11) among 46 domains
are characterized with different exponent � (Figure 2D). In
terms of �, A-domains are clearly discerned from I- and R-
domains (Figure 2E. See also Figure S2B). In general, a larger
value of � is indicative of less compact and more sparsely
organized structure (36, 37, 38), and hence more accessible to
the protein factors or nucleases. Thus, A-23 (�=1.27±0.06)
is more accessible than I-14 (�=0.63±0.05) and R-11 (�=
0.78±0.05). The mean accessibility and � value evaluated
over all 46 domains are positively correlated (Spearman corr.
= 0.81, Pearson corr. = 0.83) (Figure 2F), These two measures
not only distinguish A-domains from I- and R-domains, but
also indicate that I-domains are comparable to R-domains
(Figure 2F). Analysis of two other Hi-C data (17, 32), where
chromatin of the same cell line was digested with different
type of restriction enzymes, DpnII (17) and HindIII (32),
offers the same conclusion (Figures S3, S4).

The above results based on Hi-C data are at odds with the
Boettiger et al.’s super-resolution imaging (13) (Figure 1A)
which indicates that Polycomb-repressed chromatin is
featured with the densest intra-domain packing among the
three epigenetic types.

Comparison of HLM-generated epigenetic domains

To elaborate more on the differences between three epigenetic
states other than �, we modeled 3D structures of A-23, I-14,
and R-11 domains by employing the HLM approach (30) and
visualized them (Figure 3A).

As shown in Figure 3A, the A-23 domain is aspherical and
loosely packed. I-14 is more spherical and compact than R-
11 domain. The average radius of gyration rg(s) increases
with the subchain length (s) as rg(s)⇠s⌫ (Figure 3B). A-23
is characterized with the largest exponent ⌫ (=0.43), followed
by R-11 (⌫=0.35) and I-14 (⌫=0.26). A smaller ⌫ is expected
for a more densely packed polymer chain (13). In terms of
the monomer number density evaluated based on Voronoi
tessellation (35), as well as its crude estimate ⇢⇡L/R3

g where
Rg is the radius of gyration of the whole domain of size L,
we obtain ⇢I-14&⇢R-11>⇢A-23 (Figure 3C). In addition, I-
14 has the most spherical shape with the smoothest domain
surface. All these features for the three different epigenetic
domains are aligned with those implied by � (Figure 2D) and
the chromatin accessibility (as labeled in Figure 2F). Based on
the 3D HLM structures of all domains, we find that chromatin
accessibility is negatively correlated with the domain density
(Spearman corr.=�0.78 with p<1⇥10�5. See Figure S5B).

The two independently calculated exponents � and ⌫
enabled us to extract the effective dimension (deff) in which
the chromatin chains are organized. The contact probability
between two points separated by the genomic separation
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Figure 3. Structural properties of the three types of largest epigenetic
domains modeled by HLM. (A) Ensembles of 3D structures of A-23, I-14, and
R-11 domains. (B) The mean gyration radius rg(s) as a function of genomic
distance s in log-log scale. (C) Density, L/R3

g , asphericity, and surface
roughness S/S0 of different domains. The density of monomers in I-14 is
significantly greater than that in R-11 (Mann-Whitney U test, p<1⇥10�5).

Figure 4. � versus ⌫ for three different types of epigenetic domains. The data
are fitted to a relation �=deff⌫ to determine the effective dimension deff for
each domain type. (deff =2.85±0.13 (A-domains), 1.85±0.11 (I-domains),
2.13±0.11 (R-domains)).

s along the chromatin chain (P (s)) would be inversely
proportional to the effective volume Veff(s) explored by the
chain segment between the two, namely, P (s)⇠V �1

eff (s). In
addition, the effective volume is calculated as a power of space
dimension of the segment as Veff(s)⇠R(s)deff where R(s)
scales as R(s)⇠s⌫ (37). From this theoretical consideration,
P (s)⇠1/R(s)deff ⇠1/(s⌫)deff ⇠s�� , we obtain the relation
�=deff⌫. From the analysis in Figure 4, I- and R-domains
are characterized with deff⇡2, significantly smaller than
deff⇡2.9 for A-domains. This suggests that unlike A-domain
whose effective dimension is close to 3, I- and R-domains
are characterized with the dimension close to 2. The values
of deff⇡2 for I- and R-domains indicates that chromatin
chains of I- and R-domains are effectively confined and
organized in two dimensions. This is consistent with the
knowledge that BLACK and BLUE chromatins, which are
the two classes of the five-colored chromatin states (see
Supplementary Information) corresponding to inactive and
repressed chromatins, display extensive colocalization with



devotion to capturing the principle underlying the three-
dimensional (3D) folding of chromosomes. This has led
to development of a series of polymer-based models over
the decades, which include the ‘‘multiloop subcompartment
model’’ (25,26), the ‘‘random loop model’’ (RLM) (27–29),
the ‘‘strings and binders switch’’ model (12,15,30) and
its derivative (17,31,32), the ‘‘loop extrusion model’’
(13–15,33), the ‘‘minimal chromatin model’’ (34), and,
more recently, the ‘‘chromosome copolymer model’’ (22).
Among them, although applicability is limited to the associ-
ated spatiotemporal scale of the model being considered,
some were developed by keeping a specific molecular
mechanism in mind or by incorporating ‘‘one-dimensional’’
information of epigenetic modification and/or DNA accessi-
bility along genomic loci as an input to a heteropolymer
model (22,32,35). On the other hand, partly sacrificing
model simplicity, others were developed solely for the pur-
pose of reconstructing more precise 3D chromatin structures
from Hi-C (20,36–38) and other experiments (39).

As the cell imaging data over different cell types are
rapidly growing, comparative study of chromosome confor-
mations has become imperative. In the abovementioned
models, however, a physically sound mapping of pij from
Hi-C to the spatial distance rij (see review (40)) is still lack-
ing, and computational costs are still high. To this end, here
we develop a minimalist model that allows us to generate
chromatin conformations from Hi-C data in a most efficient
way and to study the structural characteristics of chromo-
some at a length scale of interest corresponding to the resolu-
tion of the given data. To achieve such a goal in the most
simplifyingmanner, one could learnmuch from the literature
of generic polymer problems, such as the collapse transition
of an isolated polymer chain or macromolecular networks
with increasing numbers of internal bonds (41–44) and poly-
mer conformation and dynamics inside confinement (45–47).

Pushing the polymer physics idea to its extreme, we pro-
pose a minimalist approach, termed the heterogeneous loop
model (HLM), that allows us to build 3D structures of chro-
mosomes from Hi-C data. The HLM adapts the RLM, which
was originally developed based on a randomly cross-linked
polymer chain (27,28,48). In the RLM, which represents
chromosome conformation in terms of the sum of harmonic
potentials, pairwise contact probabilities are expressed
analytically in terms of a few model parameters. Here,
without sacrificing the mathematical tractability and
simplicity of the RLM, we extend the RLM to the HLM
by allowing the loop interactions to be nonuniform and
heterogeneous such that the resulting loop interactions can
best represent a given Hi-C data set.

In this study, we apply the HLM to various regions of
human and mouse genomes that span 1–100 Mb at 5–500
kb resolution and generate the corresponding conformational
ensemble of chromosomes. We demonstrate the utilities of
the HLM by comparing the structural information extracted
from an HLM-generated chromosome ensemble with those

implicated by themeasurements fromFISH (23,24,28), chro-
matin interaction analysis by paired-end tag sequencing
(49,50), and previous modeling studies (28,32,37,51,52).
Through multiple examples, this study will demonstrate
that the HLM is an excellent approach to infer 3D structures
from Hi-C data.

METHODS

Description of the HLM

The full energy potential of the HLM consists of two parts.

UHLMðrÞ ¼ UKðrÞ þ UnbðrÞ (1)

In what follows, we delineate the first and second terms of Eq. 1 (see
Supporting Materials and Methods for technical details).

First, decomposed into two parts, UKðrÞ describes the harmonic
constraints on a chain of N monomers (27),

UKðrÞ ¼
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where successive monomers along the backbone and nonsuccessive mono-
mers forming loops are both harmonically restrained. In the second line,
UKðrÞ is written in a compact form with r ¼ ð~r1;~r2; / ;~rN%1ÞT and K rep-
resenting the Kirchhoff matrix. K can be built from the interaction strength
matrix K, which takes kij ¼ ðKÞij as its matrix element. The interaction
strengths ought to be non-negative (kijR 0) for all i and j-th monomer pairs.
In the HLM, if kijs 0 , then the i and j-th monomer has a potential to form a
(chromatin) loop. After removing the translational degrees of freedom by
setting~r0 ¼ ð0 ; 0 ; 0 Þ in Eq. 2, we obtain the probability density of pairwise
distance as (27)
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and sij½ ¼ hd~ri ,d~rji' is the covariance between the positions of i and j-th
monomers, which can be obtained from an inverse of K-matrix as
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One can obtain the contact probability pij by integrating the pairwise
distance P(rij) (Eq. 3) up to a certain capture radius (rc) (53,54), pij ¼R rc
0 PðrijÞdrij, which gives
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%t2 . Therefore, a one-to-one analytical map-
ping between pij and kij follows from the precise mappings between pij and
sij from Eqs. 4 to 6 and between sij and kij from Eq. 5.
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ensemble of chromosomes. We demonstrate the utilities of
the HLM by comparing the structural information extracted
from an HLM-generated chromosome ensemble with those

implicated by themeasurements fromFISH (23,24,28), chro-
matin interaction analysis by paired-end tag sequencing
(49,50), and previous modeling studies (28,32,37,51,52).
Through multiple examples, this study will demonstrate
that the HLM is an excellent approach to infer 3D structures
from Hi-C data.

METHODS

Description of the HLM

The full energy potential of the HLM consists of two parts.

UHLMðrÞ ¼ UKðrÞ þ UnbðrÞ (1)

In what follows, we delineate the first and second terms of Eq. 1 (see
Supporting Materials and Methods for technical details).

First, decomposed into two parts, UKðrÞ describes the harmonic
constraints on a chain of N monomers (27),
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where successive monomers along the backbone and nonsuccessive mono-
mers forming loops are both harmonically restrained. In the second line,
UKðrÞ is written in a compact form with r ¼ ð~r1;~r2; / ;~rN%1ÞT and K rep-
resenting the Kirchhoff matrix. K can be built from the interaction strength
matrix K, which takes kij ¼ ðKÞij as its matrix element. The interaction
strengths ought to be non-negative (kijR 0) for all i and j-th monomer pairs.
In the HLM, if kijs 0 , then the i and j-th monomer has a potential to form a
(chromatin) loop. After removing the translational degrees of freedom by
setting~r0 ¼ ð0 ; 0 ; 0 Þ in Eq. 2, we obtain the probability density of pairwise
distance as (27)
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and sij½ ¼ hd~ri ,d~rji' is the covariance between the positions of i and j-th
monomers, which can be obtained from an inverse of K-matrix as

sij ¼
!
K%1

"
ij

(5)

One can obtain the contact probability pij by integrating the pairwise
distance P(rij) (Eq. 3) up to a certain capture radius (rc) (53,54), pij ¼R rc
0 PðrijÞdrij, which gives

pij ¼ erf
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where erfðxÞ ¼ ð2=
ffiffiffi
p

p
Þ
R x
0 dte

%t2 . Therefore, a one-to-one analytical map-
ping between pij and kij follows from the precise mappings between pij and
sij from Eqs. 4 to 6 and between sij and kij from Eq. 5.

Liu et al.

614 Biophysical Journal 117, 613–625, August 6, 2019

pij =

Z rc

0
P (rij)drij = erf

�
�ijr

2
c

�
� 2

r
�ijr2c
⇡

e��ijr
2
c

<latexit sha1_base64="SWuqkin+9bd2oBDuEoMYADEzxOA=">AAACcHicbVFNa9swGJbdbuuyr6y9DNYxb2GQFhrsdNBdCmW99JjB0hbixMjK60SrJLvS69EgfN7/660/opf9gimuD1uyFwQPzwev9CgtBDcYhneev7H56PGTraetZ89fvHzVfr19bvJSMxiyXOT6MqUGBFcwRI4CLgsNVKYCLtKr06V+8RO04bn6josCxpLOFM84o+iopP2rSCz/UR3HXGESTqxOWDXo6prcm+pGRLhBCzqrbCwgw248o1LSWnSBST/WfDbHveqgH5trjTbONGV21eXSBa8qmNiDNSlpd8JeWE+wDqIGdEgzg6R9G09zVkpQyAQ1ZhSFBY4t1ciZgKoVlwYKyq7oDEYOKirBjG1dWBV8csw0yHLtjsKgZv9OWCqNWcjUOSXFuVnVluT/tFGJ2Zex5aooERR7WJSVIsA8WLYfTLkGhmLhAGWau7sGbE5dWej+qOVKiFafvA7O+73osBd++9w5+drUsUXeko+kSyJyRE7IGRmQIWHk3tvxdr133m//jf/e//Bg9b0ms0P+GX//D6XUwJQ=</latexit>

pij $ �ij $ kij
<latexit sha1_base64="a4+j8aGhJp/3Tvgtrmnt8p3YMvA=">AAACH3icbVDLSsNAFJ3UV62vqEs3g0VwVRIVdVl047KCfUAbwmQ6ScdOHszcKCX0T9z4K25cKCLu+jdO0yy07YELh3Pu5d57vERwBZY1MUorq2vrG+XNytb2zu6euX/QUnEqKWvSWMSy4xHFBI9YEzgI1kkkI6EnWNsb3k799hOTisfRA4wS5oQkiLjPKQEtueZl4mb8cdwTzAfJgwEQKePnnuJBSJY5eJirrlm1alYOvEjsglRRgYZr/vT6MU1DFgEVRKmubSXgZEQCp4KNK71UsYTQIQlYV9OIhEw5Wf7fGJ9opY/9WOqKAOfq34mMhEqNQk93hgQGat6bisu8bgr+tZPxKEmBRXS2yE8FhhhPw8J9LhkFMdKEUMn1rZgOiCQUdKQVHYI9//IiaZ3V7POadX9Rrd8UcZTRETpGp8hGV6iO7lADNRFFL+gNfaBP49V4N76M71lryShmDtE/GJNf2WylTw==</latexit>

pij
<latexit sha1_base64="VVaktY69OFHTStLou4w3Gk7JUCM=">AAAB7XicbVDLSgNBEOyNrxhfUY9eBoPgKeyqoMegF48RzAOSJcxOZpNJ5rHMzAphyT948aCIV//Hm3/jJNmDJhY0FFXddHdFCWfG+v63V1hb39jcKm6Xdnb39g/Kh0dNo1JNaIMornQ7woZyJmnDMstpO9EUi4jTVjS+m/mtJ6oNU/LRThIaCjyQLGYEWyc1k17GRtNeueJX/TnQKglyUoEc9V75q9tXJBVUWsKxMZ3AT2yYYW0Z4XRa6qaGJpiM8YB2HJVYUBNm82un6MwpfRQr7UpaNFd/T2RYGDMRkesU2A7NsjcT//M6qY1vwozJJLVUksWiOOXIKjR7HfWZpsTyiSOYaOZuRWSINSbWBVRyIQTLL6+S5kU1uKz6D1eV2m0eRxFO4BTOIYBrqME91KEBBEbwDK/w5invxXv3PhatBS+fOYY/8D5/AOGIj1I=</latexit>

Liu et al. Biophys. J. (2019) 117, 613-625

Heterogeneous Loop 
Model (HLM)

devotion to capturing the principle underlying the three-
dimensional (3D) folding of chromosomes. This has led
to development of a series of polymer-based models over
the decades, which include the ‘‘multiloop subcompartment
model’’ (25,26), the ‘‘random loop model’’ (RLM) (27–29),
the ‘‘strings and binders switch’’ model (12,15,30) and
its derivative (17,31,32), the ‘‘loop extrusion model’’
(13–15,33), the ‘‘minimal chromatin model’’ (34), and,
more recently, the ‘‘chromosome copolymer model’’ (22).
Among them, although applicability is limited to the associ-
ated spatiotemporal scale of the model being considered,
some were developed by keeping a specific molecular
mechanism in mind or by incorporating ‘‘one-dimensional’’
information of epigenetic modification and/or DNA accessi-
bility along genomic loci as an input to a heteropolymer
model (22,32,35). On the other hand, partly sacrificing
model simplicity, others were developed solely for the pur-
pose of reconstructing more precise 3D chromatin structures
from Hi-C (20,36–38) and other experiments (39).

As the cell imaging data over different cell types are
rapidly growing, comparative study of chromosome confor-
mations has become imperative. In the abovementioned
models, however, a physically sound mapping of pij from
Hi-C to the spatial distance rij (see review (40)) is still lack-
ing, and computational costs are still high. To this end, here
we develop a minimalist model that allows us to generate
chromatin conformations from Hi-C data in a most efficient
way and to study the structural characteristics of chromo-
some at a length scale of interest corresponding to the resolu-
tion of the given data. To achieve such a goal in the most
simplifyingmanner, one could learnmuch from the literature
of generic polymer problems, such as the collapse transition
of an isolated polymer chain or macromolecular networks
with increasing numbers of internal bonds (41–44) and poly-
mer conformation and dynamics inside confinement (45–47).

Pushing the polymer physics idea to its extreme, we pro-
pose a minimalist approach, termed the heterogeneous loop
model (HLM), that allows us to build 3D structures of chro-
mosomes from Hi-C data. The HLM adapts the RLM, which
was originally developed based on a randomly cross-linked
polymer chain (27,28,48). In the RLM, which represents
chromosome conformation in terms of the sum of harmonic
potentials, pairwise contact probabilities are expressed
analytically in terms of a few model parameters. Here,
without sacrificing the mathematical tractability and
simplicity of the RLM, we extend the RLM to the HLM
by allowing the loop interactions to be nonuniform and
heterogeneous such that the resulting loop interactions can
best represent a given Hi-C data set.

In this study, we apply the HLM to various regions of
human and mouse genomes that span 1–100 Mb at 5–500
kb resolution and generate the corresponding conformational
ensemble of chromosomes. We demonstrate the utilities of
the HLM by comparing the structural information extracted
from an HLM-generated chromosome ensemble with those

implicated by themeasurements fromFISH (23,24,28), chro-
matin interaction analysis by paired-end tag sequencing
(49,50), and previous modeling studies (28,32,37,51,52).
Through multiple examples, this study will demonstrate
that the HLM is an excellent approach to infer 3D structures
from Hi-C data.

METHODS

Description of the HLM

The full energy potential of the HLM consists of two parts.

UHLMðrÞ ¼ UKðrÞ þ UnbðrÞ (1)

In what follows, we delineate the first and second terms of Eq. 1 (see
Supporting Materials and Methods for technical details).

First, decomposed into two parts, UKðrÞ describes the harmonic
constraints on a chain of N monomers (27),
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where successive monomers along the backbone and nonsuccessive mono-
mers forming loops are both harmonically restrained. In the second line,
UKðrÞ is written in a compact form with r ¼ ð~r1;~r2; / ;~rN%1ÞT and K rep-
resenting the Kirchhoff matrix. K can be built from the interaction strength
matrix K, which takes kij ¼ ðKÞij as its matrix element. The interaction
strengths ought to be non-negative (kijR 0) for all i and j-th monomer pairs.
In the HLM, if kijs 0 , then the i and j-th monomer has a potential to form a
(chromatin) loop. After removing the translational degrees of freedom by
setting~r0 ¼ ð0 ; 0 ; 0 Þ in Eq. 2, we obtain the probability density of pairwise
distance as (27)
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and sij½ ¼ hd~ri ,d~rji' is the covariance between the positions of i and j-th
monomers, which can be obtained from an inverse of K-matrix as

sij ¼
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One can obtain the contact probability pij by integrating the pairwise
distance P(rij) (Eq. 3) up to a certain capture radius (rc) (53,54), pij ¼R rc
0 PðrijÞdrij, which gives
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%t2 . Therefore, a one-to-one analytical map-
ping between pij and kij follows from the precise mappings between pij and
sij from Eqs. 4 to 6 and between sij and kij from Eq. 5.
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conclusion can be drawn from the probability density of
pairwise distance between monomers (see Fig. S12).

DISCUSSION

The HLM is similar to previous polymer models of chro-
matin that also convert information on spatial proximity
into effective harmonic restraints between monomers
(25,76,77). In fact, our use of harmonic potential is based
on our observation that the pairwise loci distance distribu-
tions measured in many FISH experiments (23,36,78,79)
are reasonably represented by the variations under harmonic
restraints. For example, the distance distribution between
seven pairs of FISH probes in mESCs (36) can be reason-
ably represented by the probability density of the pairwise
distance of the HLM (Fig. S1 C). Of course, we cannot
rule out the possibility that the cell population is too hetero-
geneous to capture by using single harmonic restraint.

The HLM adopts a ‘‘mean-field’’ approach of using a
population-sampled Hi-C map as the sole input data. Funda-
mental concerns as to the use of single-input data in solving
the inverse problem can still be raised to many modeling ap-
proaches employing information such as epigenetic marks
and DNA accessibility, which are also population-averaged,
not single-cell based. Nevertheless, the nature of contact
pairs is still probabilistic, giving rise to variations in pair-
wise distances (Fig. S1 A). More importantly, topological
and energetic frustrations that arise from the competition be-
tween the chain connectivity and long-range interaction
defined in Hi-C data are inherent in the polymeric system
(80). It is generally not possible to obtain a single chromatin
structure that satisfies all the probabilistic constraints given
in the Hi-C map. As a result of computationally solving the
inverse problem of inferring 3D structures from population-
sampled Hi-C data, we always observe structural heteroge-

neity in the chromosome conformation ensemble (e.g., see
Fig. S7). Of course, it is in principle questionable whether
or not such a heterogeneous structural ensemble acquired
from a Hi-C-map-based HLM represents the true heteroge-
neous population of chromosome; however, as demon-
strated in this study, using the HLM, we can still extract
an amount of meaningful information that can complement
diverse experimental measurements.

To demonstrate that the choice of energy potential in
HLM is optimal over similar alternatives, we examined
HLM and its three variants on a 10-Mb genomic region on
chr5 of GM12878 cells (Fig. S13). Unlike the HLM, which
faithfully reproduced the domain edges of enriched contacts
observed by Hi-C (highlighted by cyan boxes in Fig. S13 A)
that were regarded as a distinct feature of loop extrusion
(14), two alternative copolymer models, which retain uni-
form strength of loop interaction, could not properly repro-
duce the diagonal-block patterns of Hi-C data (Fig. S13, B
and C). In a homopolymer model, in which c!,!, c!,þ,
and cþ,þ are all set to 1 (see Methods), the long-range
checkboard pattern was not reproduced (Fig. S13 D). The
PC of contact probabilities contrasted between Hi-C and
other models at different genomic separation, PC(s), shows
that HLM outperforms others (Fig. S13 E).

Di Stefano et al. have performed steered molecular dy-
namics simulations of a polymer model of the whole
genome of hESC and IMR90 cells, based on physical re-
straints derived from Hi-C (21). Their model features the
nuclear positioning of different chromosomes and func-
tional genomic regions observed in vivo. To compare two
models, we computed the Kendall rank correlation between
the Hi-C contact matrix and the HLM distance matrix in the
simulated genomic regions of both cell types (Fig. S13 F).
The Kendall rank correlation value gets closer to !1 as
the correlation between the model and Hi-C increases. In

A

B C

FIGURE 6 Chr19 of mESCs modeled by the HLM at 500-kb resolution. (A) A heatmap of contact probabilities from Hi-C (upper diagonal part) and HLM
(lower diagonal part) is given. From post-M phase to pre-M phase, Pearson correlations (PCs) are 0.77, 0.96, 0.96, 0.96, 0.97, and 0.91, respectively. The
Hi-C matrices are the outcomes from a sum of Nc binary contact matrices of single cells in the same phases of the cell cycle. (B) Plotted are r3g and the average
volume (v) occupied by a single monomer. (C) Asphericity of the chromosome in different phases along the cell cycle is calculated. Depicted at post-M, G1,
and pre-M phases are the snapshots of the HLM-generated structure, which are colored from the centromere (blue) to telomore (red). To see this figure in
color, go online.

Liu et al.

622 Biophysical Journal 117, 613–625, August 6, 2019



Figure 4. 
Various observed artifacts in 3D. A: Ideogram showing probes used. B: Histograms of 
distance distributions for minimal distances in fibroblasts for various probe sets with various 
average distances. Discontinuities due to lowered resolution in z are visible in 3D distance 
distributions with 1 µm z-slices but not 2D distance distributions or 3D distance distributions 
with 300 nm z-slices. C: Discontinuities due to resolution in x-y are visible at very short 
distances with very small binning regardless of the method for calculating distances.

Finn et al. Page 18

Methods. Author manuscript; available in PMC 2018 July 01.

Author M
anuscript

Author M
anuscript

Author M
anuscript

Author M
anuscript

P(
r ij)

rij [a]

�ij=2.0
0.7
0.3

0

0.3

0.6

0.9

1.2

0 1 2 3 4 5 6

P(
r)

r [nm]

1

0

0.002

0.004

0 500 1000

P(
r)

r [nm]

1

0

0.002

0.004

0 500 1000

P(
r)

r [nm]

1

0

0.002

0.004

0 500 1000

P(
r)

r [nm]

1

0

0.002

0.004

0 500 1000

P(
r)

r [nm]

1

0

0.002

0.004

0 500 1000

P(
r)

r [nm]

1

0

0.002

0.004

0 500 1000

P(
r)

r [nm]

FISH
Eq.1

0

0.002

0.004

0 500 1000

P(
r)

r [µm]

FISH
Eq.1

0
0.2
0.4
0.6
0.8

0 1 2 3 4 5

P(
r)

r [µm]

0
0.2
0.4
0.6
0.8

0 1 2 3 4 5

P(
r)

r [µm]

0
0.2
0.4
0.6
0.8

0 1 2 3 4 5

P(
r)

r [µm]

0
0.2
0.4
0.6
0.8

0 1 2 3 4 5

P(
r)

r [µm]

0
0.2
0.4
0.6
0.8

0 1 2 3 4 5

P(
r)

r [µm]

FISH
Eq.1

0

1

2

0 0.5 1 1.5

a                              b

c                                                                                                        e

    d

Figure S1: Distance distributions of segment pairs are described by Gaussian. (a) Gaussian probabil-

ity distribution plotting P (rij) with di↵erent values of �ij (Eq. 1). The shaded area in di↵erent colors represents

the corresponding values of contact probabilities, (Eq. B1 at rc = 1) (b) Distance distributions between one TAD

(TAD17) and other TADs on Chr21 in human IMR90 cells measured with FISH. This figure was adapted from

Fig. S3 in [25]. (c) Distance distributions between three FISH probes on the X chromosome of male Drosophila
embryos. The experimental data were digitized from Fig. 3B in [51]. Their best fits to Eq. 1 are plotted with

solid lines. (d) Distance distributions between five pairs of FISH probes on chr1 in fibroblast cells. The exper-

imental data (histograms) were digitized from Fig. 4B in [52]. The fits using Eq. 1 are plotted with solid lines.

(e) Distance distributions between seven pairs of FISH probes in the Tsix/Xist region on the X chromosome of

mouse ESC. The experimental data (black lines) were digitized from Fig. 2F in [53], and their corresponding fits

are shown in red.
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Figure S1: Distance distributions of segment pairs are described by Gaussian. (a) Gaussian probabil-

ity distribution plotting P (rij) with di↵erent values of �ij (Eq. 1). The shaded area in di↵erent colors represents

the corresponding values of contact probabilities, (Eq. B1 at rc = 1) (b) Distance distributions between one TAD

(TAD17) and other TADs on Chr21 in human IMR90 cells measured with FISH. This figure was adapted from

Fig. S3 in [25]. (c) Distance distributions between three FISH probes on the X chromosome of male Drosophila
embryos. The experimental data were digitized from Fig. 3B in [51]. Their best fits to Eq. 1 are plotted with

solid lines. (d) Distance distributions between five pairs of FISH probes on chr1 in fibroblast cells. The exper-

imental data (histograms) were digitized from Fig. 4B in [52]. The fits using Eq. 1 are plotted with solid lines.

(e) Distance distributions between seven pairs of FISH probes in the Tsix/Xist region on the X chromosome of

mouse ESC. The experimental data (black lines) were digitized from Fig. 2F in [53], and their corresponding fits

are shown in red.
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Figure 2. Physical Modeling Reveals Extensive Structural Variation at the Tsix TAD
(A) Experimental 5C contact frequencies in the Tsix/Xist region showing the Tsix TAD and part of theXist TADs. 5C data fromNora et al. (2012) were smoothedwith

a 30 kb sliding window filter with 6 kb steps. Long-range interactions between Tsix/Xite and Linx (arrow), Tsix/Xite and Chic1 (arrowhead), and Chic1 and Linx

(green arrowhead) are highlighted.

(B) 5C data in the Tsix TADat single HindIII restriction-fragment scale.White pixels along the diagonal indicate adjacent restriction fragments that were not used to

constrain the computational model (see model description in Data S1). Arrows indicate long-range interactions as in (A).

(legend continued on next page)
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devotion to capturing the principle underlying the three-
dimensional (3D) folding of chromosomes. This has led
to development of a series of polymer-based models over
the decades, which include the ‘‘multiloop subcompartment
model’’ (25,26), the ‘‘random loop model’’ (RLM) (27–29),
the ‘‘strings and binders switch’’ model (12,15,30) and
its derivative (17,31,32), the ‘‘loop extrusion model’’
(13–15,33), the ‘‘minimal chromatin model’’ (34), and,
more recently, the ‘‘chromosome copolymer model’’ (22).
Among them, although applicability is limited to the associ-
ated spatiotemporal scale of the model being considered,
some were developed by keeping a specific molecular
mechanism in mind or by incorporating ‘‘one-dimensional’’
information of epigenetic modification and/or DNA accessi-
bility along genomic loci as an input to a heteropolymer
model (22,32,35). On the other hand, partly sacrificing
model simplicity, others were developed solely for the pur-
pose of reconstructing more precise 3D chromatin structures
from Hi-C (20,36–38) and other experiments (39).

As the cell imaging data over different cell types are
rapidly growing, comparative study of chromosome confor-
mations has become imperative. In the abovementioned
models, however, a physically sound mapping of pij from
Hi-C to the spatial distance rij (see review (40)) is still lack-
ing, and computational costs are still high. To this end, here
we develop a minimalist model that allows us to generate
chromatin conformations from Hi-C data in a most efficient
way and to study the structural characteristics of chromo-
some at a length scale of interest corresponding to the resolu-
tion of the given data. To achieve such a goal in the most
simplifyingmanner, one could learnmuch from the literature
of generic polymer problems, such as the collapse transition
of an isolated polymer chain or macromolecular networks
with increasing numbers of internal bonds (41–44) and poly-
mer conformation and dynamics inside confinement (45–47).

Pushing the polymer physics idea to its extreme, we pro-
pose a minimalist approach, termed the heterogeneous loop
model (HLM), that allows us to build 3D structures of chro-
mosomes from Hi-C data. The HLM adapts the RLM, which
was originally developed based on a randomly cross-linked
polymer chain (27,28,48). In the RLM, which represents
chromosome conformation in terms of the sum of harmonic
potentials, pairwise contact probabilities are expressed
analytically in terms of a few model parameters. Here,
without sacrificing the mathematical tractability and
simplicity of the RLM, we extend the RLM to the HLM
by allowing the loop interactions to be nonuniform and
heterogeneous such that the resulting loop interactions can
best represent a given Hi-C data set.

In this study, we apply the HLM to various regions of
human and mouse genomes that span 1–100 Mb at 5–500
kb resolution and generate the corresponding conformational
ensemble of chromosomes. We demonstrate the utilities of
the HLM by comparing the structural information extracted
from an HLM-generated chromosome ensemble with those

implicated by themeasurements fromFISH (23,24,28), chro-
matin interaction analysis by paired-end tag sequencing
(49,50), and previous modeling studies (28,32,37,51,52).
Through multiple examples, this study will demonstrate
that the HLM is an excellent approach to infer 3D structures
from Hi-C data.

METHODS

Description of the HLM

The full energy potential of the HLM consists of two parts.

UHLMðrÞ ¼ UKðrÞ þ UnbðrÞ (1)

In what follows, we delineate the first and second terms of Eq. 1 (see
Supporting Materials and Methods for technical details).

First, decomposed into two parts, UKðrÞ describes the harmonic
constraints on a chain of N monomers (27),

UKðrÞ ¼
XN%1

i¼ 1

k

2
ð~ri %~ri%1Þ2 þ

XN%3

i¼ 0

XN%1

j¼ iþ2

kij
2

!
~ri %~rj

"2
;

¼ 3

2
rTKr;

(2)

where successive monomers along the backbone and nonsuccessive mono-
mers forming loops are both harmonically restrained. In the second line,
UKðrÞ is written in a compact form with r ¼ ð~r1;~r2; / ;~rN%1ÞT and K rep-
resenting the Kirchhoff matrix. K can be built from the interaction strength
matrix K, which takes kij ¼ ðKÞij as its matrix element. The interaction
strengths ought to be non-negative (kijR 0) for all i and j-th monomer pairs.
In the HLM, if kijs 0 , then the i and j-th monomer has a potential to form a
(chromatin) loop. After removing the translational degrees of freedom by
setting~r0 ¼ ð0 ; 0 ; 0 Þ in Eq. 2, we obtain the probability density of pairwise
distance as (27)

P
!
rij
"
¼ 4p

!
gij

#
p
"3=2

r2ije
%gij r

2
ij ; (3)

where

gij ¼

8
>>><

>>>:

1

2
!
sii þ sjj % 2sij

"; i > 0

1

2sjj
; i ¼ 0

(4)

and sij½ ¼ hd~ri ,d~rji' is the covariance between the positions of i and j-th
monomers, which can be obtained from an inverse of K-matrix as

sij ¼
!
K%1

"
ij

(5)

One can obtain the contact probability pij by integrating the pairwise
distance P(rij) (Eq. 3) up to a certain capture radius (rc) (53,54), pij ¼R rc
0 PðrijÞdrij, which gives

pij ¼ erf
$ ffiffiffiffiffiffiffiffiffi

gijr2c

q &
% 2

ffiffiffiffiffiffiffiffiffi
gijr2c
p

r
e%gij r

2
c ; (6)

where erfðxÞ ¼ ð2=
ffiffiffi
p

p
Þ
R x
0 dte

%t2 . Therefore, a one-to-one analytical map-
ping between pij and kij follows from the precise mappings between pij and
sij from Eqs. 4 to 6 and between sij and kij from Eq. 5.
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Eq.

Distribution from FISH measurements over ~O(102) cells



Although it is tempting to directly use the mathematical relation between
pij and kij to obtain K from Hi-C data, there is an unavoidable numerical
issue (see Supporting Materials and Methods and Figs. S3–S5 for details).
In practice, we calculate the ~K-matrix that approximates K by selecting
only the significant contacts in P. More specifically, we evaluate the signif-
icance of contact probability pij by calculating zij, which is defined as (see
the matrix elements in the upper diagonal part of Fig. 1 B)

zij ¼
pij
PðsÞ

; (7)

where PðsÞ ¼ ð1=N $ sÞ
PN$s$1

i¼0 pi;iþs is the mean contact probability for
monomer pairs separated by the arc length s along the contour. The greater
the value of zij, the more significant the contacts are deemed. We then select
the top 2N (i, j) pairs ranked in terms of the values of zij (>1) (the matrix
elements in the lower diagonal part of Fig. 1 B). For these 2N pairs whose
contact probability pij is given in P, the precise value of g&

ij (or equivalently
hr2 &ij i¼

RN
0 r2ijPðrijÞdrij ¼ ð3 =2gÞ&ij) can be determined using Eq. 6. Then,

starting from a Rouse chain configuration as an initial input, we add nonsuc-
cessive bonds with varying interaction strengths (0% kij % 10 kBT/a

2) until
we minimize the objective function F ðKÞ

F ðKÞ ¼
X2N

ði;jÞ
uij

 D
r2ijðfkabgÞ

E

!
r2 &ij

" $ 1

!2

(8)

so as to determine the optimal values of ~K ¼ f~kabg ¼minfkabgF ðKÞ. Here,
the weight factor uij, which is used to normalize the statistical bias from
chromatin loops of different sizes, is defined as

uij ¼ uðji$ j j Þ ¼ uðsÞ ¼ n$1ðsÞP
sn

$1ðsÞ
; (9)

where nðsÞ ¼
P
ði;jÞ

dðji$ j j $ sÞ is the number of loops of size s. The

gradient-descent algorithm (L-BFGS-B method in SciPy package) was

used to determine the optimal parameters f~kabg. A fully convergent solu-

tion of ~K-matrix (Fig. 1 C) could be obtained within a few minutes when

N was not too large (%200). This ~K-matrix determining process, termed
‘‘constrained optimization,’’ faithfully reproduces the original K matrix
with a relative error smaller than 5% (see also Figs. S3–S5).

In fact, the number of selected top contact pairs (nc) could have been 3N,N,
or even N/2. But we found that when nc R 2N, the quality of the resulting
interaction strength matrix ~K is already good enough that the Pearson corre-
lation (PC) between the original Hi-C and the contact probability matrix ob-
tained from ~K saturates for nc > 2N (Fig. S6). Thus, to build the interaction
strength matrix by simultaneously minimizing the computational cost, we
chose nc ¼ 2N.

After obtaining ~K (Fig. 1 C) and hence UKðrÞ, we added a nonbonded
interaction term Unb(r), defined for all i and j pairs to the full energy poten-
tial UHLM(r) (Eq. 1):

UnbðrÞ ¼
X

ij

cti ;tju LJ
#
rij
$
; (10)

where uLJ(r) is the Lennard-Jones potential truncated for rR rc where rc ¼
5a/2 with e ¼ 0.45 kBT,

u LJðrÞ ¼ e

%&a
r

'12

$ 2
&a
r

'6
(
Qðrc $ rÞ (11)
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FIGURE 1 The pipeline of the HLM. (A) Contact probability matrix P of a 10-Mb genomic region of chr5 in GM12878 cells is shown. (B) Z matrix calcu-
lated from Eq. 7 is shown above the diagonal. The significant contacts selected fromZ are shown below the diagonal. The sign of the first principal component
of Z is provided on the left-hand side of the panel, and we divide the whole chromosome domain into ‘‘L’’ (purple), ‘‘M’’ (green), and ‘‘N’’ (orange) accord-
ingly. (C) The interaction strength matrix ~K calculated by the constrained optimization is shown. (D) The conformational ensemble of chromosomes generated
from HLM potential defined by ~K and Z (Eq. 1) is illustrated with the L, M, and N domains colored in purple, green, and orange, respectively, following the
domain labels assigned in (B). (E) shows ~P-matrix calculated using a conformational ensemble produced from molecular dynamics simulations. The PC be-
tween P (A) and ~P (E) is 0.96. To see this figure in color, go online.
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chromatin loops of different sizes, is defined as

uij ¼ uðji$ j j Þ ¼ uðsÞ ¼ n$1ðsÞP
sn

$1ðsÞ
; (9)

where nðsÞ ¼
P
ði;jÞ

dðji$ j j $ sÞ is the number of loops of size s. The

gradient-descent algorithm (L-BFGS-B method in SciPy package) was

used to determine the optimal parameters f~kabg. A fully convergent solu-

tion of ~K-matrix (Fig. 1 C) could be obtained within a few minutes when

N was not too large (%200). This ~K-matrix determining process, termed
‘‘constrained optimization,’’ faithfully reproduces the original K matrix
with a relative error smaller than 5% (see also Figs. S3–S5).

In fact, the number of selected top contact pairs (nc) could have been 3N,N,
or even N/2. But we found that when nc R 2N, the quality of the resulting
interaction strength matrix ~K is already good enough that the Pearson corre-
lation (PC) between the original Hi-C and the contact probability matrix ob-
tained from ~K saturates for nc > 2N (Fig. S6). Thus, to build the interaction
strength matrix by simultaneously minimizing the computational cost, we
chose nc ¼ 2N.

After obtaining ~K (Fig. 1 C) and hence UKðrÞ, we added a nonbonded
interaction term Unb(r), defined for all i and j pairs to the full energy poten-
tial UHLM(r) (Eq. 1):

UnbðrÞ ¼
X
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cti ;tju LJ
#
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$
; (10)

where uLJ(r) is the Lennard-Jones potential truncated for rR rc where rc ¼
5a/2 with e ¼ 0.45 kBT,

u LJðrÞ ¼ e
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FIGURE 1 The pipeline of the HLM. (A) Contact probability matrix P of a 10-Mb genomic region of chr5 in GM12878 cells is shown. (B) Z matrix calcu-
lated from Eq. 7 is shown above the diagonal. The significant contacts selected fromZ are shown below the diagonal. The sign of the first principal component
of Z is provided on the left-hand side of the panel, and we divide the whole chromosome domain into ‘‘L’’ (purple), ‘‘M’’ (green), and ‘‘N’’ (orange) accord-
ingly. (C) The interaction strength matrix ~K calculated by the constrained optimization is shown. (D) The conformational ensemble of chromosomes generated
from HLM potential defined by ~K and Z (Eq. 1) is illustrated with the L, M, and N domains colored in purple, green, and orange, respectively, following the
domain labels assigned in (B). (E) shows ~P-matrix calculated using a conformational ensemble produced from molecular dynamics simulations. The PC be-
tween P (A) and ~P (E) is 0.96. To see this figure in color, go online.
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devotion to capturing the principle underlying the three-
dimensional (3D) folding of chromosomes. This has led
to development of a series of polymer-based models over
the decades, which include the ‘‘multiloop subcompartment
model’’ (25,26), the ‘‘random loop model’’ (RLM) (27–29),
the ‘‘strings and binders switch’’ model (12,15,30) and
its derivative (17,31,32), the ‘‘loop extrusion model’’
(13–15,33), the ‘‘minimal chromatin model’’ (34), and,
more recently, the ‘‘chromosome copolymer model’’ (22).
Among them, although applicability is limited to the associ-
ated spatiotemporal scale of the model being considered,
some were developed by keeping a specific molecular
mechanism in mind or by incorporating ‘‘one-dimensional’’
information of epigenetic modification and/or DNA accessi-
bility along genomic loci as an input to a heteropolymer
model (22,32,35). On the other hand, partly sacrificing
model simplicity, others were developed solely for the pur-
pose of reconstructing more precise 3D chromatin structures
from Hi-C (20,36–38) and other experiments (39).

As the cell imaging data over different cell types are
rapidly growing, comparative study of chromosome confor-
mations has become imperative. In the abovementioned
models, however, a physically sound mapping of pij from
Hi-C to the spatial distance rij (see review (40)) is still lack-
ing, and computational costs are still high. To this end, here
we develop a minimalist model that allows us to generate
chromatin conformations from Hi-C data in a most efficient
way and to study the structural characteristics of chromo-
some at a length scale of interest corresponding to the resolu-
tion of the given data. To achieve such a goal in the most
simplifyingmanner, one could learnmuch from the literature
of generic polymer problems, such as the collapse transition
of an isolated polymer chain or macromolecular networks
with increasing numbers of internal bonds (41–44) and poly-
mer conformation and dynamics inside confinement (45–47).

Pushing the polymer physics idea to its extreme, we pro-
pose a minimalist approach, termed the heterogeneous loop
model (HLM), that allows us to build 3D structures of chro-
mosomes from Hi-C data. The HLM adapts the RLM, which
was originally developed based on a randomly cross-linked
polymer chain (27,28,48). In the RLM, which represents
chromosome conformation in terms of the sum of harmonic
potentials, pairwise contact probabilities are expressed
analytically in terms of a few model parameters. Here,
without sacrificing the mathematical tractability and
simplicity of the RLM, we extend the RLM to the HLM
by allowing the loop interactions to be nonuniform and
heterogeneous such that the resulting loop interactions can
best represent a given Hi-C data set.

In this study, we apply the HLM to various regions of
human and mouse genomes that span 1–100 Mb at 5–500
kb resolution and generate the corresponding conformational
ensemble of chromosomes. We demonstrate the utilities of
the HLM by comparing the structural information extracted
from an HLM-generated chromosome ensemble with those

implicated by themeasurements fromFISH (23,24,28), chro-
matin interaction analysis by paired-end tag sequencing
(49,50), and previous modeling studies (28,32,37,51,52).
Through multiple examples, this study will demonstrate
that the HLM is an excellent approach to infer 3D structures
from Hi-C data.

METHODS

Description of the HLM

The full energy potential of the HLM consists of two parts.

UHLMðrÞ ¼ UKðrÞ þ UnbðrÞ (1)

In what follows, we delineate the first and second terms of Eq. 1 (see
Supporting Materials and Methods for technical details).

First, decomposed into two parts, UKðrÞ describes the harmonic
constraints on a chain of N monomers (27),

UKðrÞ ¼
XN%1

i¼ 1

k

2
ð~ri %~ri%1Þ2 þ

XN%3

i¼ 0

XN%1

j¼ iþ2

kij
2

!
~ri %~rj

"2
;

¼ 3

2
rTKr;

(2)

where successive monomers along the backbone and nonsuccessive mono-
mers forming loops are both harmonically restrained. In the second line,
UKðrÞ is written in a compact form with r ¼ ð~r1;~r2; / ;~rN%1ÞT and K rep-
resenting the Kirchhoff matrix. K can be built from the interaction strength
matrix K, which takes kij ¼ ðKÞij as its matrix element. The interaction
strengths ought to be non-negative (kijR 0) for all i and j-th monomer pairs.
In the HLM, if kijs 0 , then the i and j-th monomer has a potential to form a
(chromatin) loop. After removing the translational degrees of freedom by
setting~r0 ¼ ð0 ; 0 ; 0 Þ in Eq. 2, we obtain the probability density of pairwise
distance as (27)

P
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rij
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!
gij

#
p
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r2ije
%gij r

2
ij ; (3)

where

gij ¼

8
>>><

>>>:

1

2
!
sii þ sjj % 2sij

"; i > 0

1

2sjj
; i ¼ 0

(4)

and sij½ ¼ hd~ri ,d~rji' is the covariance between the positions of i and j-th
monomers, which can be obtained from an inverse of K-matrix as

sij ¼
!
K%1

"
ij

(5)

One can obtain the contact probability pij by integrating the pairwise
distance P(rij) (Eq. 3) up to a certain capture radius (rc) (53,54), pij ¼R rc
0 PðrijÞdrij, which gives

pij ¼ erf
$ ffiffiffiffiffiffiffiffiffi

gijr2c

q &
% 2

ffiffiffiffiffiffiffiffiffi
gijr2c
p

r
e%gij r

2
c ; (6)

where erfðxÞ ¼ ð2=
ffiffiffi
p

p
Þ
R x
0 dte

%t2 . Therefore, a one-to-one analytical map-
ping between pij and kij follows from the precise mappings between pij and
sij from Eqs. 4 to 6 and between sij and kij from Eq. 5.
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… Eq.(1)

Although it is tempting to directly use the mathematical relation between
pij and kij to obtain K from Hi-C data, there is an unavoidable numerical
issue (see Supporting Materials and Methods and Figs. S3–S5 for details).
In practice, we calculate the ~K-matrix that approximates K by selecting
only the significant contacts in P. More specifically, we evaluate the signif-
icance of contact probability pij by calculating zij, which is defined as (see
the matrix elements in the upper diagonal part of Fig. 1 B)

zij ¼
pij
PðsÞ

; (7)

where PðsÞ ¼ ð1=N $ sÞ
PN$s$1

i¼0 pi;iþs is the mean contact probability for
monomer pairs separated by the arc length s along the contour. The greater
the value of zij, the more significant the contacts are deemed. We then select
the top 2N (i, j) pairs ranked in terms of the values of zij (>1) (the matrix
elements in the lower diagonal part of Fig. 1 B). For these 2N pairs whose
contact probability pij is given in P, the precise value of g&

ij (or equivalently
hr2 &ij i¼

RN
0 r2ijPðrijÞdrij ¼ ð3 =2gÞ&ij) can be determined using Eq. 6. Then,

starting from a Rouse chain configuration as an initial input, we add nonsuc-
cessive bonds with varying interaction strengths (0% kij % 10 kBT/a

2) until
we minimize the objective function F ðKÞ

F ðKÞ ¼
X2N

ði;jÞ
uij

 D
r2ijðfkabgÞ

E

!
r2 &ij

" $ 1

!2

(8)

so as to determine the optimal values of ~K ¼ f~kabg ¼minfkabgF ðKÞ. Here,
the weight factor uij, which is used to normalize the statistical bias from
chromatin loops of different sizes, is defined as

uij ¼ uðji$ j j Þ ¼ uðsÞ ¼ n$1ðsÞP
sn

$1ðsÞ
; (9)

where nðsÞ ¼
P
ði;jÞ

dðji$ j j $ sÞ is the number of loops of size s. The

gradient-descent algorithm (L-BFGS-B method in SciPy package) was

used to determine the optimal parameters f~kabg. A fully convergent solu-

tion of ~K-matrix (Fig. 1 C) could be obtained within a few minutes when

N was not too large (%200). This ~K-matrix determining process, termed
‘‘constrained optimization,’’ faithfully reproduces the original K matrix
with a relative error smaller than 5% (see also Figs. S3–S5).

In fact, the number of selected top contact pairs (nc) could have been 3N,N,
or even N/2. But we found that when nc R 2N, the quality of the resulting
interaction strength matrix ~K is already good enough that the Pearson corre-
lation (PC) between the original Hi-C and the contact probability matrix ob-
tained from ~K saturates for nc > 2N (Fig. S6). Thus, to build the interaction
strength matrix by simultaneously minimizing the computational cost, we
chose nc ¼ 2N.

After obtaining ~K (Fig. 1 C) and hence UKðrÞ, we added a nonbonded
interaction term Unb(r), defined for all i and j pairs to the full energy poten-
tial UHLM(r) (Eq. 1):

UnbðrÞ ¼
X
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#
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where uLJ(r) is the Lennard-Jones potential truncated for rR rc where rc ¼
5a/2 with e ¼ 0.45 kBT,

u LJðrÞ ¼ e
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FIGURE 1 The pipeline of the HLM. (A) Contact probability matrix P of a 10-Mb genomic region of chr5 in GM12878 cells is shown. (B) Z matrix calcu-
lated from Eq. 7 is shown above the diagonal. The significant contacts selected fromZ are shown below the diagonal. The sign of the first principal component
of Z is provided on the left-hand side of the panel, and we divide the whole chromosome domain into ‘‘L’’ (purple), ‘‘M’’ (green), and ‘‘N’’ (orange) accord-
ingly. (C) The interaction strength matrix ~K calculated by the constrained optimization is shown. (D) The conformational ensemble of chromosomes generated
from HLM potential defined by ~K and Z (Eq. 1) is illustrated with the L, M, and N domains colored in purple, green, and orange, respectively, following the
domain labels assigned in (B). (E) shows ~P-matrix calculated using a conformational ensemble produced from molecular dynamics simulations. The PC be-
tween P (A) and ~P (E) is 0.96. To see this figure in color, go online.

3D Chromosome Structures from Hi-C

Biophysical Journal 117, 613–625, August 6, 2019 615

Hi-C

HLM

Liu et al. Biophys. J. (2019) 117, 613-625

pij $ �ij $ kij
<latexit sha1_base64="a4+j8aGhJp/3Tvgtrmnt8p3YMvA=">AAACH3icbVDLSsNAFJ3UV62vqEs3g0VwVRIVdVl047KCfUAbwmQ6ScdOHszcKCX0T9z4K25cKCLu+jdO0yy07YELh3Pu5d57vERwBZY1MUorq2vrG+XNytb2zu6euX/QUnEqKWvSWMSy4xHFBI9YEzgI1kkkI6EnWNsb3k799hOTisfRA4wS5oQkiLjPKQEtueZl4mb8cdwTzAfJgwEQKePnnuJBSJY5eJirrlm1alYOvEjsglRRgYZr/vT6MU1DFgEVRKmubSXgZEQCp4KNK71UsYTQIQlYV9OIhEw5Wf7fGJ9opY/9WOqKAOfq34mMhEqNQk93hgQGat6bisu8bgr+tZPxKEmBRXS2yE8FhhhPw8J9LhkFMdKEUMn1rZgOiCQUdKQVHYI9//IiaZ3V7POadX9Rrd8UcZTRETpGp8hGV6iO7lADNRFFL+gNfaBP49V4N76M71lryShmDtE/GJNf2WylTw==</latexit>pij

<latexit sha1_base64="AWTzeN9tWF6CTEpoZzEzaSefEGw=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqexKQY9FLx4r2A9ol5JNs23abLIkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZemAhurOd9o8LG5tb2TnG3tLd/cHhUPj5pGZVqyppUCaU7ITFMcMmallvBOolmJA4Fa4eTu7nffmLacCUf7TRhQUyGkkecEuukVtLP+HjWL1e8qrcAXid+TiqQo9Evf/UGiqYxk5YKYkzX9xIbZERbTgWblXqpYQmhEzJkXUcliZkJssW1M3zhlAGOlHYlLV6ovycyEhszjUPXGRM7MqveXPzP66Y2ugkyLpPUMkmXi6JUYKvw/HU84JpRK6aOEKq5uxXTEdGEWhdQyYXgr768TlpXVb9WrT3UKvXbPI4inME5XIIP11CHe2hAEyiM4Rle4Q0p9ILe0ceytYDymVP4A/T5A+Mkj1c=</latexit>

kij

<latexit sha1_base64="E3U3dMDjSGPjJBWPMFdL+u8+ZVc=">AAAB7XicbVBNSwMxEJ3Ur1q/qh69BIvgqexKQY9FLx4r2A9ol5JNs23abLIkWaEs/Q9ePCji1f/jzX9j2u5BWx8MPN6bYWZemAhurOd9o8LG5tb2TnG3tLd/cHhUPj5pGZVqyppUCaU7ITFMcMmallvBOolmJA4Fa4eTu7nffmLacCUf7TRhQUyGkkecEuuk1qSf8fGsX654VW8BvE78nFQgR6Nf/uoNFE1jJi0VxJiu7yU2yIi2nAo2K/VSwxJCJ2TIuo5KEjMTZItrZ/jCKQMcKe1KWrxQf09kJDZmGoeuMyZ2ZFa9ufif101tdBNkXCapZZIuF0WpwFbh+et4wDWjVkwdIVRzdyumI6IJtS6gkgvBX315nbSuqn6tWnuoVeq3eRxFOINzuAQfrqEO99CAJlAYwzO8whtS6AW9o49lawHlM6fwB+jzB9t3j1I=</latexit>

p̃ij

<latexit sha1_base64="kICwMzGYtw80PSgbMTZ0TfNp6Pc=">AAAB9XicbVDLSgNBEJz1GeMr6tHLYBA8hV0J6DHoxWME84BkDbOzvcmY2QczvUpY9j+8eFDEq//izb9xkuxBEwsaiqpuuru8RAqNtv1trayurW9slrbK2zu7e/uVg8O2jlPFocVjGauuxzRIEUELBUroJgpY6EnoeOPrqd95BKVFHN3hJAE3ZMNIBIIzNNJ9H4X0IUvyQSYe8kGlatfsGegycQpSJQWag8pX3495GkKEXDKte46doJsxhYJLyMv9VEPC+JgNoWdoxELQbja7OqenRvFpECtTEdKZ+nsiY6HWk9AznSHDkV70puJ/Xi/F4NLNRJSkCBGfLwpSSTGm0wioLxRwlBNDGFfC3Er5iCnG0QRVNiE4iy8vk/Z5zanX6rf1auOqiKNEjskJOSMOuSANckOapEU4UeSZvJI368l6sd6tj3nrilXMHJE/sD5/AFGOkw0=</latexit>



7

A                                                                                                                            B

r L
-N

[a
]

rL-M [a]
0

3

6

9

12

0 3 6 9 12

class-1                                      class-2                        class-3                           class-4

FIG. S7. Variability in the HLM-generated conformational ensemble for a 10 Mb-genomic region of chr5 in GM12878
cells (Fig. 1D). (A) Dendrogram of chromosome conformations from hierarchical clustering. Illustrated are the chromosome
conformations from the four classes with L, M, N domains colored in purple, green, orange, respectively, following the domain
labels assigned in Fig. 1B. (B) Scatter plot of inter-domain distances rL-M versus rL-N of structures in di�erent classes.

FIG. S8. A 35 Mb genomic region on chr11 in IMR90 cells modeled by HLM. Mateos-Langerak et al. have performed FISH
experiment [8] in this region, with FISH probes distributed within a transcriptionally active ridge domain, inactive anti-ridge
domain, and a longer region including both. They are labeled as “R”,“A” and “L”, respectively. The genomic positions of the
probes are labeled by sticks at the top of (A), below which is the heatmap of contact probabilities from Hi-C (upper diagonal
region) and HLM (lower diagonal region). (B) Mean contact probability P (s). (C) Pairwise square distance r2

ij between the
FISH probes as a function of the genomic distance s, as well as the mean square distance r2(s) =

qN≠s≠1

i=0
r2

i,i+s/(N ≠ s) (the
solid line). Structural ensemble is illustrated with the ridge and anti-ridge domains colored red and blue, respectively. (D)
Compactness, (E) asphericity, and (F) roughness of the surface of the domains.
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embryonic neocortex in vivo. Each cell type displays
distinct transcriptional activity patterns of Pax6 and its
neighboring genes (75) (Fig. 5 A). According to the frag-
ments per kilobase of transcript per million scores from
RNA-seq analysis, which is higher when the gene transcrip-
tion is more active, the five cell types display Pax6 activity
in the following order: ncx_NPC > NPC > CN > ES >
ncx_CN (Fig. 5 B).

The contact probabilities calculated from our HLM-
generated conformations reasonably reproduce the Hi-C
data at 8-kb resolution (75) (see Fig. S11; Table 1). The
Hi-C contact profiles of three genomic loci (URR, Pax6,
and DRR) with other genomic regions (histograms in
Fig. 5 C) are well-captured by HLM-generated conforma-
tions (lines in Fig. 5 C). Compared with the distance of
Pax gene promoter (P) to the upstream enhancer (UE),
Pax6 gene activity is better correlated with the distance to
the downstream enhancer (DE) (see Fig. 5 D); the closer

to the DE, the higher the Pax gene activity is. The highest
Pax gene activity is seen in ncx_NPCs. Notice that the
most enriched Hi-C contacts between Pax6 and DRR are
indeed found in ncx_NPCs, which is marked with a red
star in Fig. 5 C. We note that our finding on contacts be-
tween Pax6 and the DRR using a different set of cell lines
differs from the result based on b-TC3 cells (see Fig. 2 A
in (32)). This, however, underscores that the mechanism
or the chromatin conformations responsible for the Pax6
gene activity depend strongly on the cell type. It is clear
that the mechanism of Pax6 gene regulation in ncx_NPCs
differs from that in b-TC3 cells.

Next, given thatHi-C data are obtained from a collection of
millions of cells, heterogeneity of chromatin conformations
is inevitable in analyses, which has indeed been highlighted
in (32). To characterize the heterogeneity in the HLM-gener-
ated conformational ensembles, we classified each chromatin
structure into five groups based on the separations between

A B C D

E F

FIGURE 4 Comparison of a 5-Mb genomic region on chr3 modeled by the HLM between hESCs and HUVECs, which includes the SOX2 gene. (A) Genes
annotated in this region are aligned with RNA-seq (68) and H3K27ac signals (89) of two cell lines. The genomic positions of three ‘‘simulated’’ FISH probes
(32) are labeled in the bottom track. (B) The distance between upstream and SOX2, (C) the distance between SOX2 and downstream, and (D) the gyration
radius calculated from our model are given. (E) A heatmap of contact probabilities for hESCs measured by Hi-C (88) (upper diagonal part) and calculated
from the HLM (lower diagonal part) is displayed. Based on the first principal component of the significance matrix (track on the left side of heatmap), we
divided the region into three domains and colored the chromatin chain accordingly in the snapshot of a typical structural ensemble. (F) Analysis was carried
out for HUVECs with Hi-C data from (3). To see this figure in color, go online.

Liu et al.

620 Biophysical Journal 117, 613–625, August 6, 2019

embryonic neocortex in vivo. Each cell type displays
distinct transcriptional activity patterns of Pax6 and its
neighboring genes (75) (Fig. 5 A). According to the frag-
ments per kilobase of transcript per million scores from
RNA-seq analysis, which is higher when the gene transcrip-
tion is more active, the five cell types display Pax6 activity
in the following order: ncx_NPC > NPC > CN > ES >
ncx_CN (Fig. 5 B).

The contact probabilities calculated from our HLM-
generated conformations reasonably reproduce the Hi-C
data at 8-kb resolution (75) (see Fig. S11; Table 1). The
Hi-C contact profiles of three genomic loci (URR, Pax6,
and DRR) with other genomic regions (histograms in
Fig. 5 C) are well-captured by HLM-generated conforma-
tions (lines in Fig. 5 C). Compared with the distance of
Pax gene promoter (P) to the upstream enhancer (UE),
Pax6 gene activity is better correlated with the distance to
the downstream enhancer (DE) (see Fig. 5 D); the closer

to the DE, the higher the Pax gene activity is. The highest
Pax gene activity is seen in ncx_NPCs. Notice that the
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indeed found in ncx_NPCs, which is marked with a red
star in Fig. 5 C. We note that our finding on contacts be-
tween Pax6 and the DRR using a different set of cell lines
differs from the result based on b-TC3 cells (see Fig. 2 A
in (32)). This, however, underscores that the mechanism
or the chromatin conformations responsible for the Pax6
gene activity depend strongly on the cell type. It is clear
that the mechanism of Pax6 gene regulation in ncx_NPCs
differs from that in b-TC3 cells.

Next, given thatHi-C data are obtained from a collection of
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is inevitable in analyses, which has indeed been highlighted
in (32). To characterize the heterogeneity in the HLM-gener-
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RNA-seq analysis, which is higher when the gene transcrip-
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in the following order: ncx_NPC > NPC > CN > ES >
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The contact probabilities calculated from our HLM-
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conclusion can be drawn from the probability density of
pairwise distance between monomers (see Fig. S12).

DISCUSSION

The HLM is similar to previous polymer models of chro-
matin that also convert information on spatial proximity
into effective harmonic restraints between monomers
(25,76,77). In fact, our use of harmonic potential is based
on our observation that the pairwise loci distance distribu-
tions measured in many FISH experiments (23,36,78,79)
are reasonably represented by the variations under harmonic
restraints. For example, the distance distribution between
seven pairs of FISH probes in mESCs (36) can be reason-
ably represented by the probability density of the pairwise
distance of the HLM (Fig. S1 C). Of course, we cannot
rule out the possibility that the cell population is too hetero-
geneous to capture by using single harmonic restraint.

The HLM adopts a ‘‘mean-field’’ approach of using a
population-sampled Hi-C map as the sole input data. Funda-
mental concerns as to the use of single-input data in solving
the inverse problem can still be raised to many modeling ap-
proaches employing information such as epigenetic marks
and DNA accessibility, which are also population-averaged,
not single-cell based. Nevertheless, the nature of contact
pairs is still probabilistic, giving rise to variations in pair-
wise distances (Fig. S1 A). More importantly, topological
and energetic frustrations that arise from the competition be-
tween the chain connectivity and long-range interaction
defined in Hi-C data are inherent in the polymeric system
(80). It is generally not possible to obtain a single chromatin
structure that satisfies all the probabilistic constraints given
in the Hi-C map. As a result of computationally solving the
inverse problem of inferring 3D structures from population-
sampled Hi-C data, we always observe structural heteroge-

neity in the chromosome conformation ensemble (e.g., see
Fig. S7). Of course, it is in principle questionable whether
or not such a heterogeneous structural ensemble acquired
from a Hi-C-map-based HLM represents the true heteroge-
neous population of chromosome; however, as demon-
strated in this study, using the HLM, we can still extract
an amount of meaningful information that can complement
diverse experimental measurements.

To demonstrate that the choice of energy potential in
HLM is optimal over similar alternatives, we examined
HLM and its three variants on a 10-Mb genomic region on
chr5 of GM12878 cells (Fig. S13). Unlike the HLM, which
faithfully reproduced the domain edges of enriched contacts
observed by Hi-C (highlighted by cyan boxes in Fig. S13 A)
that were regarded as a distinct feature of loop extrusion
(14), two alternative copolymer models, which retain uni-
form strength of loop interaction, could not properly repro-
duce the diagonal-block patterns of Hi-C data (Fig. S13, B
and C). In a homopolymer model, in which c!,!, c!,þ,
and cþ,þ are all set to 1 (see Methods), the long-range
checkboard pattern was not reproduced (Fig. S13 D). The
PC of contact probabilities contrasted between Hi-C and
other models at different genomic separation, PC(s), shows
that HLM outperforms others (Fig. S13 E).

Di Stefano et al. have performed steered molecular dy-
namics simulations of a polymer model of the whole
genome of hESC and IMR90 cells, based on physical re-
straints derived from Hi-C (21). Their model features the
nuclear positioning of different chromosomes and func-
tional genomic regions observed in vivo. To compare two
models, we computed the Kendall rank correlation between
the Hi-C contact matrix and the HLM distance matrix in the
simulated genomic regions of both cell types (Fig. S13 F).
The Kendall rank correlation value gets closer to !1 as
the correlation between the model and Hi-C increases. In

A

B C

FIGURE 6 Chr19 of mESCs modeled by the HLM at 500-kb resolution. (A) A heatmap of contact probabilities from Hi-C (upper diagonal part) and HLM
(lower diagonal part) is given. From post-M phase to pre-M phase, Pearson correlations (PCs) are 0.77, 0.96, 0.96, 0.96, 0.97, and 0.91, respectively. The
Hi-C matrices are the outcomes from a sum of Nc binary contact matrices of single cells in the same phases of the cell cycle. (B) Plotted are r3g and the average
volume (v) occupied by a single monomer. (C) Asphericity of the chromosome in different phases along the cell cycle is calculated. Depicted at post-M, G1,
and pre-M phases are the snapshots of the HLM-generated structure, which are colored from the centromere (blue) to telomore (red). To see this figure in
color, go online.
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that repressed TADs (Blue and Black) form globular structures that
coincide with the nanocompartments in the 3-Mb region, suggesting
that repressed TADs are true physical chromosomal domains. Con-
versely, Red active domains were situated in the fluorescence-poor
zones of the 3-Mb region (Fig. 1F and fig. S2C), despite a similar
probe coverage (fig. S2D). In support of this, the correlation of the
fluorescence intensity distribution of the 3-Mb region with that of
repressed TADs was much higher than with that of active regions
(Fig. 1G). Moreover, active domains had a lower 3D density of
Oligopaint signals (Fig. 1H), indicating that they are present in more
open chromatin, consistent with the lower number of Hi-C contacts
within active compared to repressed domains (fig. S2E) and with a
previous report (23).

TAD-based 3D nanocompartments undergo dynamic cis and
trans contact events
These data suggest that Hi-C patterns resulting from cell population
average studiesmight reflect the partitioning of chromatin into physical
entities in Drosophila chromosomes, organized in the cell nucleus as
discrete compact chromatin nanocompartments (repressive TADs),
interspersed by more open regions (active domains). To test this hy-
pothesis, we askedwhether the number of observed nanocompartments
corresponds to the number of repressed TADs. Of importance for this
study, most nuclei in Dipteran species like Drosophila have paired ho-
mologous chromosomes in interphase. Chromosome pairing has been
shown to be important for appropriate gene regulation (27), but the
ultrastructure of paired homologous loci is still unknown. Whereas
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Fig. 1. Super-resolution microscopy reveals chromatin organization into discrete nanocompartments. (A) S2R+ Hi-C map of the labeled 3-Mb region with chromatin
immunoprecipitation (ChIP) tracks of Pc and H3K4me3. Colored bars denote the positions of probes designed to label specific epigenetic domains (Blue, Black, and Red).
(B) 3D-SIM image of an S2R+ nucleus labeled with the 3-Mb probe (DAPI in gray). (C) Intensity distribution (maximum projection) of the 3-Mb probe in (B). (D) Orthogonal views of
the 3-Mb probe labeling in (B). (E) Schematic representation of the dual FISH Oligopaint labeling strategy. gDNA, genomic DNA. (F) Examples of dual FISH labeling (maximum
projections) with the 3-Mb probe and a single epigenetic domain (Blue1, Black2, or Red1, indicated with arrowheads). Right: Intensity distributions of the two probes along the
yellow line. A.U., arbitrary units. (G) Pearson’s correlation coefficient (PCC) between the 3-Mb and the single-domain probe signals. Twenty nuclei were analyzed per conditions,
and PCC distributions from all repressed domains were significantly different from those of active domains (at least P < 0.01) using Kruskal-Wallis and Dunn’s multiple comparisons
tests. (H) Oligopaint density (probe genomic size over 3D-segmented volume) of the single-domain probes. At least 57 nuclei were analyzed per condition, and density distributions
from all repressed domains were significantly different from those of active domains (at least P < 0.05) using Kruskal-Wallis and Dunn’s multiple comparisons tests. Scale bars, 1 mm.
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in turn always larger than those of the Repressed domains (Fig. 1c, 
solid circles). These results are in line with previous data showing 
that PcG proteins can lead to chromatin compaction2,21–23 and that 
actively transcribed chromatin regions tend to be more open than  
non-transcribing regions2.

Notably, the volume (V) of the chromatin domains exhibited a power- 
law scaling behaviour with the domain length (L), that is, V ∝ Lb, and 
the scaling exponent b was distinct for the three different epigenetic 
states (Fig. 1c, solid circles; Extended Data Fig. 3b, c). Inactive chro-
matin domains had a scaling exponent of b = 1.00 ± 0.04 (± standard 
error), indicating that the 3D density of the chromatin was constant 
over different domain lengths. Active domains had a scaling exponent 
significantly greater than 1 (b = 1.26 ± 0.05), indicating increasingly 
less dense packaging for larger domains. Repressed domains exhibited 
a scaling exponent that was notably less than 1 (b = 0.76 ± 0.03), indi-
cating that the packaging density increased with increasing domain 
length. As an alternative measure of the physical sizes of chromatin 
domains, we determined the radius of gyration (Rg), defined as the 

root-mean square distance of molecule positions measured by STORM 
in each domain from the centroid of these positions in the domain 
(Supplementary Methods). Power-law scaling was also observed 
for Rg as a function of L, that is, Rg ∝ Lc, with the scaling exponents 
c = 0.37 ± 0.02, 0.30 ± 0.02, and 0.22 ± 0.02, for Active, Inactive and 
Repressed domains, respectively (Fig. 1d, solid circles; Extended Data 
Fig. 3d). These scaling behaviours were conserved across different 
genomic regions on multiple chromosomes (Extended Data Fig. 3a, b),  
suggesting that the different packaging behaviours are characteristic of 
the epigenetic states. Epigenetic states also influence the scaling of con-
tact frequencies measured by chromosome conformation capture24, but 
how contact frequency is related to the size measurements here remains 
to be understood. In addition to different size-scaling properties, we 
found that these different types of epigenetic domains also tend to have 
different 3D shape characteristics (Extended Data Fig. 3e, f).

Next we probed how chromatin was folded within epigenetic 
domains. To this end, we selected two large chromatin domains for 
each epigenetic type and measured the Rg of internal regions of vary-
ing lengths within these domains, hereafter referred to as subdomains  
(Fig. 2a, b; Extended Data Fig. 5c; Extended Data Table 1). Interestingly, 
both Inactive and Active domains showed a self-similar organization, in 
which the internal subdomains exhibited scaling behaviours that were 
similar to those observed for the whole epigenetic domains (Fig. 2b, left 
and middle). In stark contrast, we did not observe such a self-similar 
organization for either of the Repressed chromatin domains investi-
gated (the Bithorax (Fig. 2b, right) and Antennapedia (Extended Data 
Fig. 6) complexes). Instead, the Rg values grew rapidly as a function of 
subdomain length and quickly saturated, such that subdomains longer 
than approximately one fifth of the length of the parent domain essen-
tially all exhibited the same Rg values.

The observation that even a small subdomain traversed nearly the 
entire volume of the parent domain predicts that two such small subdo-
mains would occupy the same physical space, suggesting a high degree 
of intermixing of chromatin within these Repressed domains. We tested 
this hypothesis by simultaneously labelling two subdomains within the 
same Repressed domain with two distinct sets of FISH probes conju-
gated to spectrally distinct photoswitchable dyes and imaged these sub-
domains with two-colour STORM (Fig. 2c, right panel). Indeed, images 
of these subdomain pairs showed a high degree of overlap, markedly 
distinct from the behaviours observed for the Active and Inactive chro-
matin regions (Fig. 2c; left and middle panels). Quantitatively, the pairs 
of subdomains within each Repressed domain showed ∼60–80% over-
lap in space (median 68%, 3 different pairs of subdomains investigated, 
n ≈ 150 cells) (Fig. 2d, light blue). In contrast, the neighbouring subdo-
mains of Inactive chromatin only showed approximately 10–30% spa-
tial overlap (median 26%, 3 different pairs of subdomains, n ≈ 150 cells)  
(Fig. 2d, black) and the neighbouring subdomains of Active chroma-
tin only showed approximately 15–25% spatial overlap (median 20%,  
2 different pairs of subdomains, n ≈ 100 cells) (Fig. 2d, red). The differ-
ence observed between Active (or Inactive) subdomains and Repressed 
subdomains is statistically highly significant (P < 1 × 10−10, Wilcoxon 
test). These results indicate that the degree of intermixing of chromatin  
within individual epigenetic domains depends strongly on the epi-
genetic state.

We then probed how these different epigenetic domains interacted 
with one another across epigenetic boundaries. Notably, the Repressed 
domains did not show any appreciable overlap with neighbouring 
Active domains, whereas the neighbouring Inactive and Active domains 
partially intermixed with each other (Fig. 3a, b). We quantified four 
different Repressed–Active boundaries and three different Inactive–
Active boundaries. The Repressed domains typically showed less than 
3% overlap with their neighbouring Active domains (median 1.5%, 
n ≈ 150 cells), whereas Inactive domains exhibited up to 15% overlap 
with neighbouring Active domains (median 9.8%, n ≈ 150) (Fig. 3c). 
The difference between these two types of domain boundaries was  
statistically highly significant (P < 1 × 10−14, Wilcoxon test). Therefore, 
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Figure 1 | Chromatin in different epigenetic states exhibits distinct 
packaging and power-law scaling. a, Enrichment profile of H3K4me2 
(red), H3K27me3 (light blue) and unmodified H3 (black) in three genomic 
regions, each harbouring an example Active, Inactive or Repressed domain 
(indicated by brackets). Marker enrichment, as defined in Supplementary 
Methods, was determined from ChIP-seq data20. b, 3D-STORM images of 
the three distinct epigenetic domains in a, labelled by in situ hybridization 
with DNA probes conjugated to the photoswitchable dye Alexa-647, shown 
with their corresponding conventional images in the inset. Each epigenetic 
domain appears as a single region in nearly all cells due to homologous 
pairing in the tetraploid Kc167 cells. c, log–log plot of the median domain 
volume as a function of domain length for Active (red solid circles), Inactive 
(black solid circles) and Repressed (light blue solid circles) domains, as 
well as for Repressed domains in Ph-knockdown (Ph KD) cells (light blue 
hollow circles). Error bars represent 95% confidence intervals derived from 
resampling (n ≈ 50 cells). The lines indicate power-law fits, with the scaling 
exponent b shown in the legend. d, As in c but for the radius of gyration as a 
function of domain length with the scaling exponent c shown in the legend.
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in turn always larger than those of the Repressed domains (Fig. 1c, 
solid circles). These results are in line with previous data showing 
that PcG proteins can lead to chromatin compaction2,21–23 and that 
actively transcribed chromatin regions tend to be more open than  
non-transcribing regions2.

Notably, the volume (V) of the chromatin domains exhibited a power- 
law scaling behaviour with the domain length (L), that is, V ∝ Lb, and 
the scaling exponent b was distinct for the three different epigenetic 
states (Fig. 1c, solid circles; Extended Data Fig. 3b, c). Inactive chro-
matin domains had a scaling exponent of b = 1.00 ± 0.04 (± standard 
error), indicating that the 3D density of the chromatin was constant 
over different domain lengths. Active domains had a scaling exponent 
significantly greater than 1 (b = 1.26 ± 0.05), indicating increasingly 
less dense packaging for larger domains. Repressed domains exhibited 
a scaling exponent that was notably less than 1 (b = 0.76 ± 0.03), indi-
cating that the packaging density increased with increasing domain 
length. As an alternative measure of the physical sizes of chromatin 
domains, we determined the radius of gyration (Rg), defined as the 

root-mean square distance of molecule positions measured by STORM 
in each domain from the centroid of these positions in the domain 
(Supplementary Methods). Power-law scaling was also observed 
for Rg as a function of L, that is, Rg ∝ Lc, with the scaling exponents 
c = 0.37 ± 0.02, 0.30 ± 0.02, and 0.22 ± 0.02, for Active, Inactive and 
Repressed domains, respectively (Fig. 1d, solid circles; Extended Data 
Fig. 3d). These scaling behaviours were conserved across different 
genomic regions on multiple chromosomes (Extended Data Fig. 3a, b),  
suggesting that the different packaging behaviours are characteristic of 
the epigenetic states. Epigenetic states also influence the scaling of con-
tact frequencies measured by chromosome conformation capture24, but 
how contact frequency is related to the size measurements here remains 
to be understood. In addition to different size-scaling properties, we 
found that these different types of epigenetic domains also tend to have 
different 3D shape characteristics (Extended Data Fig. 3e, f).

Next we probed how chromatin was folded within epigenetic 
domains. To this end, we selected two large chromatin domains for 
each epigenetic type and measured the Rg of internal regions of vary-
ing lengths within these domains, hereafter referred to as subdomains  
(Fig. 2a, b; Extended Data Fig. 5c; Extended Data Table 1). Interestingly, 
both Inactive and Active domains showed a self-similar organization, in 
which the internal subdomains exhibited scaling behaviours that were 
similar to those observed for the whole epigenetic domains (Fig. 2b, left 
and middle). In stark contrast, we did not observe such a self-similar 
organization for either of the Repressed chromatin domains investi-
gated (the Bithorax (Fig. 2b, right) and Antennapedia (Extended Data 
Fig. 6) complexes). Instead, the Rg values grew rapidly as a function of 
subdomain length and quickly saturated, such that subdomains longer 
than approximately one fifth of the length of the parent domain essen-
tially all exhibited the same Rg values.

The observation that even a small subdomain traversed nearly the 
entire volume of the parent domain predicts that two such small subdo-
mains would occupy the same physical space, suggesting a high degree 
of intermixing of chromatin within these Repressed domains. We tested 
this hypothesis by simultaneously labelling two subdomains within the 
same Repressed domain with two distinct sets of FISH probes conju-
gated to spectrally distinct photoswitchable dyes and imaged these sub-
domains with two-colour STORM (Fig. 2c, right panel). Indeed, images 
of these subdomain pairs showed a high degree of overlap, markedly 
distinct from the behaviours observed for the Active and Inactive chro-
matin regions (Fig. 2c; left and middle panels). Quantitatively, the pairs 
of subdomains within each Repressed domain showed ∼60–80% over-
lap in space (median 68%, 3 different pairs of subdomains investigated, 
n ≈ 150 cells) (Fig. 2d, light blue). In contrast, the neighbouring subdo-
mains of Inactive chromatin only showed approximately 10–30% spa-
tial overlap (median 26%, 3 different pairs of subdomains, n ≈ 150 cells)  
(Fig. 2d, black) and the neighbouring subdomains of Active chroma-
tin only showed approximately 15–25% spatial overlap (median 20%,  
2 different pairs of subdomains, n ≈ 100 cells) (Fig. 2d, red). The differ-
ence observed between Active (or Inactive) subdomains and Repressed 
subdomains is statistically highly significant (P < 1 × 10−10, Wilcoxon 
test). These results indicate that the degree of intermixing of chromatin  
within individual epigenetic domains depends strongly on the epi-
genetic state.

We then probed how these different epigenetic domains interacted 
with one another across epigenetic boundaries. Notably, the Repressed 
domains did not show any appreciable overlap with neighbouring 
Active domains, whereas the neighbouring Inactive and Active domains 
partially intermixed with each other (Fig. 3a, b). We quantified four 
different Repressed–Active boundaries and three different Inactive–
Active boundaries. The Repressed domains typically showed less than 
3% overlap with their neighbouring Active domains (median 1.5%, 
n ≈ 150 cells), whereas Inactive domains exhibited up to 15% overlap 
with neighbouring Active domains (median 9.8%, n ≈ 150) (Fig. 3c). 
The difference between these two types of domain boundaries was  
statistically highly significant (P < 1 × 10−14, Wilcoxon test). Therefore, 
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Figure 1 | Chromatin in different epigenetic states exhibits distinct 
packaging and power-law scaling. a, Enrichment profile of H3K4me2 
(red), H3K27me3 (light blue) and unmodified H3 (black) in three genomic 
regions, each harbouring an example Active, Inactive or Repressed domain 
(indicated by brackets). Marker enrichment, as defined in Supplementary 
Methods, was determined from ChIP-seq data20. b, 3D-STORM images of 
the three distinct epigenetic domains in a, labelled by in situ hybridization 
with DNA probes conjugated to the photoswitchable dye Alexa-647, shown 
with their corresponding conventional images in the inset. Each epigenetic 
domain appears as a single region in nearly all cells due to homologous 
pairing in the tetraploid Kc167 cells. c, log–log plot of the median domain 
volume as a function of domain length for Active (red solid circles), Inactive 
(black solid circles) and Repressed (light blue solid circles) domains, as 
well as for Repressed domains in Ph-knockdown (Ph KD) cells (light blue 
hollow circles). Error bars represent 95% confidence intervals derived from 
resampling (n ≈ 50 cells). The lines indicate power-law fits, with the scaling 
exponent b shown in the legend. d, As in c but for the radius of gyration as a 
function of domain length with the scaling exponent c shown in the legend.
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Figure 1. Super-resolution imaging data from the three different studies.
(A) Three epigenetic domains visualized by Boettiger et al. From the left
to the right shown are the image of A-16 (active), I-06 (inactive), and R-
07 (repressed) domains. (B) The radius of gyration for each of three domain
types shown in (A) as a function of domain length. The data in blue fitted
to dashed line is for the Ph knocked-down repressed domains. The figures in
(A) and (B) were both taken from Ref. (13). (C) Density of three types of
epigenetic domains. Blue, Black, and Red correspond to the R-, I-, and A-
domains, respectively. The figure was taken from Fig. 1H in Szabo et al. (14).
(D) Contact probability as a function of genomic distance. The figure was
taken from Fig. S2C in Cattoni et al. (27)

maintained after knocking out PcG proteins. In addition, little
difference in accessibility was identified in distal elements
of both PcG-bound and PcG-free promoters (Figure S2 in
Ref. (29)). Instead of PcG complexes, chromatin remodeling
factors or the low levels of histone acetylation was proposed
as the factor contributing to the maintenance of limited
accessibility.

Imaging data associated with Polycomb-repressed domains
are also available from two other super-resolution imaging
studies on Drosophila chromosomes, one by Szabo et

al. (Figure 1C) (14) and the other by Cattoni et al.

(Figure 1D) (27). Whereas the focus of their study
was on examining the effect of epigenetic modification
on the topologically associated domains and higher-order
chromosome organization, there is clear indication in their
data that Polycomb-repressed domains are similar with or even
slightly more open than inactive domains (see Figures 1C,
1D).

In a nutshell, the unusually compact structures of PcG-
occupied domain observed in the super-resolution study by
Boettiger et al. (Figure 1A, B) (13) do not fully conform
to those implied from other super-resolution imaging studies
(Figures 1C, 1D) (14, 27) as well as to the chromatin
accessibility measurements by King et al. (29). To gain better
understanding to different epigenetic states, 3D modeling
and visualization of each state would be of great help. To
this end, we applied a recently developed, polymer-based
chromosome modeling approach, termed the heterogeneous
loop model (HLM) (30) (https://github.com/leiliu2015/HLM,
see Supplementary Information and Figure S1), on Hi-C data
of Drosophila Kc167 cells (9) and generated 3D structures of
active, inactive, and Polycomb-repressed domains.

In this paper, we first analyze Hi-C data of different
epigenetic domains, and next build the corresponding 3D
chromosome models to study their structural properties.
According to our 3D models, Polycomb-repressed domains
are not so compact as indicated by Boettiger et al.’s super-
resolution imaging (13). Instead, they are similar with inactive
domains in terms of intra-domain compaction and intermixing
with spatially juxtaposed active domains, which is better
aligned with the chromatin accessibility assays (5, 6, 29)
and with other super-resolution imaging studies on epigenetic
domains (14, 27).

MATERIALS AND METHODS
Construction of chromatin conformational ensemble

To generate a conformational ensemble of a genomic region
of interest, we used HLM, the key parameters of which
were determined based on the contact probabilities of the
corresponding region of Hi-C. Details about the original HLM
can be found in Ref. (30). Each monomer of our chromatin
polymer model in this study represents 5 kb genome. The
genomic position of simulated chromatin, the total number of
monomers (N ), and the Pearson correlation which assesses
the similarity between the contact probabilities from Hi-C and
HLM are summarized in Table S1. Detailed information on
the genomic regions of epigenetic (sub)domains studied by
super-resolution microscopy (13, 14), which are modeled in
this work, is given in Tables S2 and S3.

Hi-C, epigenetic and DNA accessibility data

For the 3D chromatin structure modeling of Drosophila Kc167
cells, we chose sub-kb resolution Hi-C data by Eagen et al.

(GSE89112) (9). The contact frequency matrix, normalized
using Knight-Ruiz (KR) method (31), was rescaled such that
the contact probability P (s)=1 as a function of genomic
distance s along the chromatin chain was satisfied at s=1,
and was used as the input of HLM. We also analyzed the Hi-C
data of Kc167 cells from other two experiments (GSE63515
(32), GSE38468 (17)), as well as S2R+ cells (embryonic cell
lines; late embryonic stage; GSE99104 (14)).

The ChIP-chip (chromatin immunoprecipitation followed
by microarray hybridization) data of histone modification
H3K4me2, H3K4me3, unmodified H3, and the DamID (DNA
adenine methyltransferase identification) binding profile of the
PcG protein Polycomb (Pc, a subunit of PRC1) are available
for Kc167 cells (GSE22069) (5). The log2(fold enrichment)
at different loci, within a genomic window of 5 kb, is plotted
in the tracks in Figures 2, S2 and S6, aligned with heatmaps
of contact probabilities. For comparison, presented in Figure
S6 are the enrichment profiles of H3K4me3 (ChIP-chip;
modENCODE914 (33)) and Pc (ChIP-seq; GSM604723 (34))
in the ⇠3 Mb region of S2-DRSC cells.

The chromatin accessibility is based on the
DNase I hypersensitivity assay of Kc167 cells (6)
(https://compbio.hms.harvard.edu/kharchenko-et-al-nature-
2011), which is given as the log2 ratio of the read density at
individual loci and the mean density. In addition, the mean
value of the loci accessibility within the domain is used to
represent the domain accessibility (Figures 2 and S5). All
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that repressed TADs (Blue and Black) form globular structures that
coincide with the nanocompartments in the 3-Mb region, suggesting
that repressed TADs are true physical chromosomal domains. Con-
versely, Red active domains were situated in the fluorescence-poor
zones of the 3-Mb region (Fig. 1F and fig. S2C), despite a similar
probe coverage (fig. S2D). In support of this, the correlation of the
fluorescence intensity distribution of the 3-Mb region with that of
repressed TADs was much higher than with that of active regions
(Fig. 1G). Moreover, active domains had a lower 3D density of
Oligopaint signals (Fig. 1H), indicating that they are present in more
open chromatin, consistent with the lower number of Hi-C contacts
within active compared to repressed domains (fig. S2E) and with a
previous report (23).

TAD-based 3D nanocompartments undergo dynamic cis and
trans contact events
These data suggest that Hi-C patterns resulting from cell population
average studiesmight reflect the partitioning of chromatin into physical
entities in Drosophila chromosomes, organized in the cell nucleus as
discrete compact chromatin nanocompartments (repressive TADs),
interspersed by more open regions (active domains). To test this hy-
pothesis, we askedwhether the number of observed nanocompartments
corresponds to the number of repressed TADs. Of importance for this
study, most nuclei in Dipteran species like Drosophila have paired ho-
mologous chromosomes in interphase. Chromosome pairing has been
shown to be important for appropriate gene regulation (27), but the
ultrastructure of paired homologous loci is still unknown. Whereas
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Fig. 1. Super-resolution microscopy reveals chromatin organization into discrete nanocompartments. (A) S2R+ Hi-C map of the labeled 3-Mb region with chromatin
immunoprecipitation (ChIP) tracks of Pc and H3K4me3. Colored bars denote the positions of probes designed to label specific epigenetic domains (Blue, Black, and Red).
(B) 3D-SIM image of an S2R+ nucleus labeled with the 3-Mb probe (DAPI in gray). (C) Intensity distribution (maximum projection) of the 3-Mb probe in (B). (D) Orthogonal views of
the 3-Mb probe labeling in (B). (E) Schematic representation of the dual FISH Oligopaint labeling strategy. gDNA, genomic DNA. (F) Examples of dual FISH labeling (maximum
projections) with the 3-Mb probe and a single epigenetic domain (Blue1, Black2, or Red1, indicated with arrowheads). Right: Intensity distributions of the two probes along the
yellow line. A.U., arbitrary units. (G) Pearson’s correlation coefficient (PCC) between the 3-Mb and the single-domain probe signals. Twenty nuclei were analyzed per conditions,
and PCC distributions from all repressed domains were significantly different from those of active domains (at least P < 0.01) using Kruskal-Wallis and Dunn’s multiple comparisons
tests. (H) Oligopaint density (probe genomic size over 3D-segmented volume) of the single-domain probes. At least 57 nuclei were analyzed per condition, and density distributions
from all repressed domains were significantly different from those of active domains (at least P < 0.05) using Kruskal-Wallis and Dunn’s multiple comparisons tests. Scale bars, 1 mm.
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in turn always larger than those of the Repressed domains (Fig. 1c, 
solid circles). These results are in line with previous data showing 
that PcG proteins can lead to chromatin compaction2,21–23 and that 
actively transcribed chromatin regions tend to be more open than  
non-transcribing regions2.

Notably, the volume (V) of the chromatin domains exhibited a power- 
law scaling behaviour with the domain length (L), that is, V ∝ Lb, and 
the scaling exponent b was distinct for the three different epigenetic 
states (Fig. 1c, solid circles; Extended Data Fig. 3b, c). Inactive chro-
matin domains had a scaling exponent of b = 1.00 ± 0.04 (± standard 
error), indicating that the 3D density of the chromatin was constant 
over different domain lengths. Active domains had a scaling exponent 
significantly greater than 1 (b = 1.26 ± 0.05), indicating increasingly 
less dense packaging for larger domains. Repressed domains exhibited 
a scaling exponent that was notably less than 1 (b = 0.76 ± 0.03), indi-
cating that the packaging density increased with increasing domain 
length. As an alternative measure of the physical sizes of chromatin 
domains, we determined the radius of gyration (Rg), defined as the 

root-mean square distance of molecule positions measured by STORM 
in each domain from the centroid of these positions in the domain 
(Supplementary Methods). Power-law scaling was also observed 
for Rg as a function of L, that is, Rg ∝ Lc, with the scaling exponents 
c = 0.37 ± 0.02, 0.30 ± 0.02, and 0.22 ± 0.02, for Active, Inactive and 
Repressed domains, respectively (Fig. 1d, solid circles; Extended Data 
Fig. 3d). These scaling behaviours were conserved across different 
genomic regions on multiple chromosomes (Extended Data Fig. 3a, b),  
suggesting that the different packaging behaviours are characteristic of 
the epigenetic states. Epigenetic states also influence the scaling of con-
tact frequencies measured by chromosome conformation capture24, but 
how contact frequency is related to the size measurements here remains 
to be understood. In addition to different size-scaling properties, we 
found that these different types of epigenetic domains also tend to have 
different 3D shape characteristics (Extended Data Fig. 3e, f).

Next we probed how chromatin was folded within epigenetic 
domains. To this end, we selected two large chromatin domains for 
each epigenetic type and measured the Rg of internal regions of vary-
ing lengths within these domains, hereafter referred to as subdomains  
(Fig. 2a, b; Extended Data Fig. 5c; Extended Data Table 1). Interestingly, 
both Inactive and Active domains showed a self-similar organization, in 
which the internal subdomains exhibited scaling behaviours that were 
similar to those observed for the whole epigenetic domains (Fig. 2b, left 
and middle). In stark contrast, we did not observe such a self-similar 
organization for either of the Repressed chromatin domains investi-
gated (the Bithorax (Fig. 2b, right) and Antennapedia (Extended Data 
Fig. 6) complexes). Instead, the Rg values grew rapidly as a function of 
subdomain length and quickly saturated, such that subdomains longer 
than approximately one fifth of the length of the parent domain essen-
tially all exhibited the same Rg values.

The observation that even a small subdomain traversed nearly the 
entire volume of the parent domain predicts that two such small subdo-
mains would occupy the same physical space, suggesting a high degree 
of intermixing of chromatin within these Repressed domains. We tested 
this hypothesis by simultaneously labelling two subdomains within the 
same Repressed domain with two distinct sets of FISH probes conju-
gated to spectrally distinct photoswitchable dyes and imaged these sub-
domains with two-colour STORM (Fig. 2c, right panel). Indeed, images 
of these subdomain pairs showed a high degree of overlap, markedly 
distinct from the behaviours observed for the Active and Inactive chro-
matin regions (Fig. 2c; left and middle panels). Quantitatively, the pairs 
of subdomains within each Repressed domain showed ∼60–80% over-
lap in space (median 68%, 3 different pairs of subdomains investigated, 
n ≈ 150 cells) (Fig. 2d, light blue). In contrast, the neighbouring subdo-
mains of Inactive chromatin only showed approximately 10–30% spa-
tial overlap (median 26%, 3 different pairs of subdomains, n ≈ 150 cells)  
(Fig. 2d, black) and the neighbouring subdomains of Active chroma-
tin only showed approximately 15–25% spatial overlap (median 20%,  
2 different pairs of subdomains, n ≈ 100 cells) (Fig. 2d, red). The differ-
ence observed between Active (or Inactive) subdomains and Repressed 
subdomains is statistically highly significant (P < 1 × 10−10, Wilcoxon 
test). These results indicate that the degree of intermixing of chromatin  
within individual epigenetic domains depends strongly on the epi-
genetic state.

We then probed how these different epigenetic domains interacted 
with one another across epigenetic boundaries. Notably, the Repressed 
domains did not show any appreciable overlap with neighbouring 
Active domains, whereas the neighbouring Inactive and Active domains 
partially intermixed with each other (Fig. 3a, b). We quantified four 
different Repressed–Active boundaries and three different Inactive–
Active boundaries. The Repressed domains typically showed less than 
3% overlap with their neighbouring Active domains (median 1.5%, 
n ≈ 150 cells), whereas Inactive domains exhibited up to 15% overlap 
with neighbouring Active domains (median 9.8%, n ≈ 150) (Fig. 3c). 
The difference between these two types of domain boundaries was  
statistically highly significant (P < 1 × 10−14, Wilcoxon test). Therefore, 
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Figure 1 | Chromatin in different epigenetic states exhibits distinct 
packaging and power-law scaling. a, Enrichment profile of H3K4me2 
(red), H3K27me3 (light blue) and unmodified H3 (black) in three genomic 
regions, each harbouring an example Active, Inactive or Repressed domain 
(indicated by brackets). Marker enrichment, as defined in Supplementary 
Methods, was determined from ChIP-seq data20. b, 3D-STORM images of 
the three distinct epigenetic domains in a, labelled by in situ hybridization 
with DNA probes conjugated to the photoswitchable dye Alexa-647, shown 
with their corresponding conventional images in the inset. Each epigenetic 
domain appears as a single region in nearly all cells due to homologous 
pairing in the tetraploid Kc167 cells. c, log–log plot of the median domain 
volume as a function of domain length for Active (red solid circles), Inactive 
(black solid circles) and Repressed (light blue solid circles) domains, as 
well as for Repressed domains in Ph-knockdown (Ph KD) cells (light blue 
hollow circles). Error bars represent 95% confidence intervals derived from 
resampling (n ≈ 50 cells). The lines indicate power-law fits, with the scaling 
exponent b shown in the legend. d, As in c but for the radius of gyration as a 
function of domain length with the scaling exponent c shown in the legend.
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in turn always larger than those of the Repressed domains (Fig. 1c, 
solid circles). These results are in line with previous data showing 
that PcG proteins can lead to chromatin compaction2,21–23 and that 
actively transcribed chromatin regions tend to be more open than  
non-transcribing regions2.

Notably, the volume (V) of the chromatin domains exhibited a power- 
law scaling behaviour with the domain length (L), that is, V ∝ Lb, and 
the scaling exponent b was distinct for the three different epigenetic 
states (Fig. 1c, solid circles; Extended Data Fig. 3b, c). Inactive chro-
matin domains had a scaling exponent of b = 1.00 ± 0.04 (± standard 
error), indicating that the 3D density of the chromatin was constant 
over different domain lengths. Active domains had a scaling exponent 
significantly greater than 1 (b = 1.26 ± 0.05), indicating increasingly 
less dense packaging for larger domains. Repressed domains exhibited 
a scaling exponent that was notably less than 1 (b = 0.76 ± 0.03), indi-
cating that the packaging density increased with increasing domain 
length. As an alternative measure of the physical sizes of chromatin 
domains, we determined the radius of gyration (Rg), defined as the 

root-mean square distance of molecule positions measured by STORM 
in each domain from the centroid of these positions in the domain 
(Supplementary Methods). Power-law scaling was also observed 
for Rg as a function of L, that is, Rg ∝ Lc, with the scaling exponents 
c = 0.37 ± 0.02, 0.30 ± 0.02, and 0.22 ± 0.02, for Active, Inactive and 
Repressed domains, respectively (Fig. 1d, solid circles; Extended Data 
Fig. 3d). These scaling behaviours were conserved across different 
genomic regions on multiple chromosomes (Extended Data Fig. 3a, b),  
suggesting that the different packaging behaviours are characteristic of 
the epigenetic states. Epigenetic states also influence the scaling of con-
tact frequencies measured by chromosome conformation capture24, but 
how contact frequency is related to the size measurements here remains 
to be understood. In addition to different size-scaling properties, we 
found that these different types of epigenetic domains also tend to have 
different 3D shape characteristics (Extended Data Fig. 3e, f).

Next we probed how chromatin was folded within epigenetic 
domains. To this end, we selected two large chromatin domains for 
each epigenetic type and measured the Rg of internal regions of vary-
ing lengths within these domains, hereafter referred to as subdomains  
(Fig. 2a, b; Extended Data Fig. 5c; Extended Data Table 1). Interestingly, 
both Inactive and Active domains showed a self-similar organization, in 
which the internal subdomains exhibited scaling behaviours that were 
similar to those observed for the whole epigenetic domains (Fig. 2b, left 
and middle). In stark contrast, we did not observe such a self-similar 
organization for either of the Repressed chromatin domains investi-
gated (the Bithorax (Fig. 2b, right) and Antennapedia (Extended Data 
Fig. 6) complexes). Instead, the Rg values grew rapidly as a function of 
subdomain length and quickly saturated, such that subdomains longer 
than approximately one fifth of the length of the parent domain essen-
tially all exhibited the same Rg values.

The observation that even a small subdomain traversed nearly the 
entire volume of the parent domain predicts that two such small subdo-
mains would occupy the same physical space, suggesting a high degree 
of intermixing of chromatin within these Repressed domains. We tested 
this hypothesis by simultaneously labelling two subdomains within the 
same Repressed domain with two distinct sets of FISH probes conju-
gated to spectrally distinct photoswitchable dyes and imaged these sub-
domains with two-colour STORM (Fig. 2c, right panel). Indeed, images 
of these subdomain pairs showed a high degree of overlap, markedly 
distinct from the behaviours observed for the Active and Inactive chro-
matin regions (Fig. 2c; left and middle panels). Quantitatively, the pairs 
of subdomains within each Repressed domain showed ∼60–80% over-
lap in space (median 68%, 3 different pairs of subdomains investigated, 
n ≈ 150 cells) (Fig. 2d, light blue). In contrast, the neighbouring subdo-
mains of Inactive chromatin only showed approximately 10–30% spa-
tial overlap (median 26%, 3 different pairs of subdomains, n ≈ 150 cells)  
(Fig. 2d, black) and the neighbouring subdomains of Active chroma-
tin only showed approximately 15–25% spatial overlap (median 20%,  
2 different pairs of subdomains, n ≈ 100 cells) (Fig. 2d, red). The differ-
ence observed between Active (or Inactive) subdomains and Repressed 
subdomains is statistically highly significant (P < 1 × 10−10, Wilcoxon 
test). These results indicate that the degree of intermixing of chromatin  
within individual epigenetic domains depends strongly on the epi-
genetic state.

We then probed how these different epigenetic domains interacted 
with one another across epigenetic boundaries. Notably, the Repressed 
domains did not show any appreciable overlap with neighbouring 
Active domains, whereas the neighbouring Inactive and Active domains 
partially intermixed with each other (Fig. 3a, b). We quantified four 
different Repressed–Active boundaries and three different Inactive–
Active boundaries. The Repressed domains typically showed less than 
3% overlap with their neighbouring Active domains (median 1.5%, 
n ≈ 150 cells), whereas Inactive domains exhibited up to 15% overlap 
with neighbouring Active domains (median 9.8%, n ≈ 150) (Fig. 3c). 
The difference between these two types of domain boundaries was  
statistically highly significant (P < 1 × 10−14, Wilcoxon test). Therefore, 
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Figure 1 | Chromatin in different epigenetic states exhibits distinct 
packaging and power-law scaling. a, Enrichment profile of H3K4me2 
(red), H3K27me3 (light blue) and unmodified H3 (black) in three genomic 
regions, each harbouring an example Active, Inactive or Repressed domain 
(indicated by brackets). Marker enrichment, as defined in Supplementary 
Methods, was determined from ChIP-seq data20. b, 3D-STORM images of 
the three distinct epigenetic domains in a, labelled by in situ hybridization 
with DNA probes conjugated to the photoswitchable dye Alexa-647, shown 
with their corresponding conventional images in the inset. Each epigenetic 
domain appears as a single region in nearly all cells due to homologous 
pairing in the tetraploid Kc167 cells. c, log–log plot of the median domain 
volume as a function of domain length for Active (red solid circles), Inactive 
(black solid circles) and Repressed (light blue solid circles) domains, as 
well as for Repressed domains in Ph-knockdown (Ph KD) cells (light blue 
hollow circles). Error bars represent 95% confidence intervals derived from 
resampling (n ≈ 50 cells). The lines indicate power-law fits, with the scaling 
exponent b shown in the legend. d, As in c but for the radius of gyration as a 
function of domain length with the scaling exponent c shown in the legend.
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Figure 1. Super-resolution imaging data from the three different studies.
(A) Three epigenetic domains visualized by Boettiger et al. From the left
to the right shown are the image of A-16 (active), I-06 (inactive), and R-
07 (repressed) domains. (B) The radius of gyration for each of three domain
types shown in (A) as a function of domain length. The data in blue fitted
to dashed line is for the Ph knocked-down repressed domains. The figures in
(A) and (B) were both taken from Ref. (13). (C) Density of three types of
epigenetic domains. Blue, Black, and Red correspond to the R-, I-, and A-
domains, respectively. The figure was taken from Fig. 1H in Szabo et al. (14).
(D) Contact probability as a function of genomic distance. The figure was
taken from Fig. S2C in Cattoni et al. (27)

maintained after knocking out PcG proteins. In addition, little
difference in accessibility was identified in distal elements
of both PcG-bound and PcG-free promoters (Figure S2 in
Ref. (29)). Instead of PcG complexes, chromatin remodeling
factors or the low levels of histone acetylation was proposed
as the factor contributing to the maintenance of limited
accessibility.

Imaging data associated with Polycomb-repressed domains
are also available from two other super-resolution imaging
studies on Drosophila chromosomes, one by Szabo et

al. (Figure 1C) (14) and the other by Cattoni et al.

(Figure 1D) (27). Whereas the focus of their study
was on examining the effect of epigenetic modification
on the topologically associated domains and higher-order
chromosome organization, there is clear indication in their
data that Polycomb-repressed domains are similar with or even
slightly more open than inactive domains (see Figures 1C,
1D).

In a nutshell, the unusually compact structures of PcG-
occupied domain observed in the super-resolution study by
Boettiger et al. (Figure 1A, B) (13) do not fully conform
to those implied from other super-resolution imaging studies
(Figures 1C, 1D) (14, 27) as well as to the chromatin
accessibility measurements by King et al. (29). To gain better
understanding to different epigenetic states, 3D modeling
and visualization of each state would be of great help. To
this end, we applied a recently developed, polymer-based
chromosome modeling approach, termed the heterogeneous
loop model (HLM) (30) (https://github.com/leiliu2015/HLM,
see Supplementary Information and Figure S1), on Hi-C data
of Drosophila Kc167 cells (9) and generated 3D structures of
active, inactive, and Polycomb-repressed domains.

In this paper, we first analyze Hi-C data of different
epigenetic domains, and next build the corresponding 3D
chromosome models to study their structural properties.
According to our 3D models, Polycomb-repressed domains
are not so compact as indicated by Boettiger et al.’s super-
resolution imaging (13). Instead, they are similar with inactive
domains in terms of intra-domain compaction and intermixing
with spatially juxtaposed active domains, which is better
aligned with the chromatin accessibility assays (5, 6, 29)
and with other super-resolution imaging studies on epigenetic
domains (14, 27).

MATERIALS AND METHODS
Construction of chromatin conformational ensemble

To generate a conformational ensemble of a genomic region
of interest, we used HLM, the key parameters of which
were determined based on the contact probabilities of the
corresponding region of Hi-C. Details about the original HLM
can be found in Ref. (30). Each monomer of our chromatin
polymer model in this study represents 5 kb genome. The
genomic position of simulated chromatin, the total number of
monomers (N ), and the Pearson correlation which assesses
the similarity between the contact probabilities from Hi-C and
HLM are summarized in Table S1. Detailed information on
the genomic regions of epigenetic (sub)domains studied by
super-resolution microscopy (13, 14), which are modeled in
this work, is given in Tables S2 and S3.

Hi-C, epigenetic and DNA accessibility data

For the 3D chromatin structure modeling of Drosophila Kc167
cells, we chose sub-kb resolution Hi-C data by Eagen et al.

(GSE89112) (9). The contact frequency matrix, normalized
using Knight-Ruiz (KR) method (31), was rescaled such that
the contact probability P (s)=1 as a function of genomic
distance s along the chromatin chain was satisfied at s=1,
and was used as the input of HLM. We also analyzed the Hi-C
data of Kc167 cells from other two experiments (GSE63515
(32), GSE38468 (17)), as well as S2R+ cells (embryonic cell
lines; late embryonic stage; GSE99104 (14)).

The ChIP-chip (chromatin immunoprecipitation followed
by microarray hybridization) data of histone modification
H3K4me2, H3K4me3, unmodified H3, and the DamID (DNA
adenine methyltransferase identification) binding profile of the
PcG protein Polycomb (Pc, a subunit of PRC1) are available
for Kc167 cells (GSE22069) (5). The log2(fold enrichment)
at different loci, within a genomic window of 5 kb, is plotted
in the tracks in Figures 2, S2 and S6, aligned with heatmaps
of contact probabilities. For comparison, presented in Figure
S6 are the enrichment profiles of H3K4me3 (ChIP-chip;
modENCODE914 (33)) and Pc (ChIP-seq; GSM604723 (34))
in the ⇠3 Mb region of S2-DRSC cells.

The chromatin accessibility is based on the
DNase I hypersensitivity assay of Kc167 cells (6)
(https://compbio.hms.harvard.edu/kharchenko-et-al-nature-
2011), which is given as the log2 ratio of the read density at
individual loci and the mean density. In addition, the mean
value of the loci accessibility within the domain is used to
represent the domain accessibility (Figures 2 and S5). All
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that repressed TADs (Blue and Black) form globular structures that
coincide with the nanocompartments in the 3-Mb region, suggesting
that repressed TADs are true physical chromosomal domains. Con-
versely, Red active domains were situated in the fluorescence-poor
zones of the 3-Mb region (Fig. 1F and fig. S2C), despite a similar
probe coverage (fig. S2D). In support of this, the correlation of the
fluorescence intensity distribution of the 3-Mb region with that of
repressed TADs was much higher than with that of active regions
(Fig. 1G). Moreover, active domains had a lower 3D density of
Oligopaint signals (Fig. 1H), indicating that they are present in more
open chromatin, consistent with the lower number of Hi-C contacts
within active compared to repressed domains (fig. S2E) and with a
previous report (23).

TAD-based 3D nanocompartments undergo dynamic cis and
trans contact events
These data suggest that Hi-C patterns resulting from cell population
average studiesmight reflect the partitioning of chromatin into physical
entities in Drosophila chromosomes, organized in the cell nucleus as
discrete compact chromatin nanocompartments (repressive TADs),
interspersed by more open regions (active domains). To test this hy-
pothesis, we askedwhether the number of observed nanocompartments
corresponds to the number of repressed TADs. Of importance for this
study, most nuclei in Dipteran species like Drosophila have paired ho-
mologous chromosomes in interphase. Chromosome pairing has been
shown to be important for appropriate gene regulation (27), but the
ultrastructure of paired homologous loci is still unknown. Whereas
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Fig. 1. Super-resolution microscopy reveals chromatin organization into discrete nanocompartments. (A) S2R+ Hi-C map of the labeled 3-Mb region with chromatin
immunoprecipitation (ChIP) tracks of Pc and H3K4me3. Colored bars denote the positions of probes designed to label specific epigenetic domains (Blue, Black, and Red).
(B) 3D-SIM image of an S2R+ nucleus labeled with the 3-Mb probe (DAPI in gray). (C) Intensity distribution (maximum projection) of the 3-Mb probe in (B). (D) Orthogonal views of
the 3-Mb probe labeling in (B). (E) Schematic representation of the dual FISH Oligopaint labeling strategy. gDNA, genomic DNA. (F) Examples of dual FISH labeling (maximum
projections) with the 3-Mb probe and a single epigenetic domain (Blue1, Black2, or Red1, indicated with arrowheads). Right: Intensity distributions of the two probes along the
yellow line. A.U., arbitrary units. (G) Pearson’s correlation coefficient (PCC) between the 3-Mb and the single-domain probe signals. Twenty nuclei were analyzed per conditions,
and PCC distributions from all repressed domains were significantly different from those of active domains (at least P < 0.01) using Kruskal-Wallis and Dunn’s multiple comparisons
tests. (H) Oligopaint density (probe genomic size over 3D-segmented volume) of the single-domain probes. At least 57 nuclei were analyzed per condition, and density distributions
from all repressed domains were significantly different from those of active domains (at least P < 0.05) using Kruskal-Wallis and Dunn’s multiple comparisons tests. Scale bars, 1 mm.
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in turn always larger than those of the Repressed domains (Fig. 1c, 
solid circles). These results are in line with previous data showing 
that PcG proteins can lead to chromatin compaction2,21–23 and that 
actively transcribed chromatin regions tend to be more open than  
non-transcribing regions2.

Notably, the volume (V) of the chromatin domains exhibited a power- 
law scaling behaviour with the domain length (L), that is, V ∝ Lb, and 
the scaling exponent b was distinct for the three different epigenetic 
states (Fig. 1c, solid circles; Extended Data Fig. 3b, c). Inactive chro-
matin domains had a scaling exponent of b = 1.00 ± 0.04 (± standard 
error), indicating that the 3D density of the chromatin was constant 
over different domain lengths. Active domains had a scaling exponent 
significantly greater than 1 (b = 1.26 ± 0.05), indicating increasingly 
less dense packaging for larger domains. Repressed domains exhibited 
a scaling exponent that was notably less than 1 (b = 0.76 ± 0.03), indi-
cating that the packaging density increased with increasing domain 
length. As an alternative measure of the physical sizes of chromatin 
domains, we determined the radius of gyration (Rg), defined as the 

root-mean square distance of molecule positions measured by STORM 
in each domain from the centroid of these positions in the domain 
(Supplementary Methods). Power-law scaling was also observed 
for Rg as a function of L, that is, Rg ∝ Lc, with the scaling exponents 
c = 0.37 ± 0.02, 0.30 ± 0.02, and 0.22 ± 0.02, for Active, Inactive and 
Repressed domains, respectively (Fig. 1d, solid circles; Extended Data 
Fig. 3d). These scaling behaviours were conserved across different 
genomic regions on multiple chromosomes (Extended Data Fig. 3a, b),  
suggesting that the different packaging behaviours are characteristic of 
the epigenetic states. Epigenetic states also influence the scaling of con-
tact frequencies measured by chromosome conformation capture24, but 
how contact frequency is related to the size measurements here remains 
to be understood. In addition to different size-scaling properties, we 
found that these different types of epigenetic domains also tend to have 
different 3D shape characteristics (Extended Data Fig. 3e, f).

Next we probed how chromatin was folded within epigenetic 
domains. To this end, we selected two large chromatin domains for 
each epigenetic type and measured the Rg of internal regions of vary-
ing lengths within these domains, hereafter referred to as subdomains  
(Fig. 2a, b; Extended Data Fig. 5c; Extended Data Table 1). Interestingly, 
both Inactive and Active domains showed a self-similar organization, in 
which the internal subdomains exhibited scaling behaviours that were 
similar to those observed for the whole epigenetic domains (Fig. 2b, left 
and middle). In stark contrast, we did not observe such a self-similar 
organization for either of the Repressed chromatin domains investi-
gated (the Bithorax (Fig. 2b, right) and Antennapedia (Extended Data 
Fig. 6) complexes). Instead, the Rg values grew rapidly as a function of 
subdomain length and quickly saturated, such that subdomains longer 
than approximately one fifth of the length of the parent domain essen-
tially all exhibited the same Rg values.

The observation that even a small subdomain traversed nearly the 
entire volume of the parent domain predicts that two such small subdo-
mains would occupy the same physical space, suggesting a high degree 
of intermixing of chromatin within these Repressed domains. We tested 
this hypothesis by simultaneously labelling two subdomains within the 
same Repressed domain with two distinct sets of FISH probes conju-
gated to spectrally distinct photoswitchable dyes and imaged these sub-
domains with two-colour STORM (Fig. 2c, right panel). Indeed, images 
of these subdomain pairs showed a high degree of overlap, markedly 
distinct from the behaviours observed for the Active and Inactive chro-
matin regions (Fig. 2c; left and middle panels). Quantitatively, the pairs 
of subdomains within each Repressed domain showed ∼60–80% over-
lap in space (median 68%, 3 different pairs of subdomains investigated, 
n ≈ 150 cells) (Fig. 2d, light blue). In contrast, the neighbouring subdo-
mains of Inactive chromatin only showed approximately 10–30% spa-
tial overlap (median 26%, 3 different pairs of subdomains, n ≈ 150 cells)  
(Fig. 2d, black) and the neighbouring subdomains of Active chroma-
tin only showed approximately 15–25% spatial overlap (median 20%,  
2 different pairs of subdomains, n ≈ 100 cells) (Fig. 2d, red). The differ-
ence observed between Active (or Inactive) subdomains and Repressed 
subdomains is statistically highly significant (P < 1 × 10−10, Wilcoxon 
test). These results indicate that the degree of intermixing of chromatin  
within individual epigenetic domains depends strongly on the epi-
genetic state.

We then probed how these different epigenetic domains interacted 
with one another across epigenetic boundaries. Notably, the Repressed 
domains did not show any appreciable overlap with neighbouring 
Active domains, whereas the neighbouring Inactive and Active domains 
partially intermixed with each other (Fig. 3a, b). We quantified four 
different Repressed–Active boundaries and three different Inactive–
Active boundaries. The Repressed domains typically showed less than 
3% overlap with their neighbouring Active domains (median 1.5%, 
n ≈ 150 cells), whereas Inactive domains exhibited up to 15% overlap 
with neighbouring Active domains (median 9.8%, n ≈ 150) (Fig. 3c). 
The difference between these two types of domain boundaries was  
statistically highly significant (P < 1 × 10−14, Wilcoxon test). Therefore, 
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Figure 1 | Chromatin in different epigenetic states exhibits distinct 
packaging and power-law scaling. a, Enrichment profile of H3K4me2 
(red), H3K27me3 (light blue) and unmodified H3 (black) in three genomic 
regions, each harbouring an example Active, Inactive or Repressed domain 
(indicated by brackets). Marker enrichment, as defined in Supplementary 
Methods, was determined from ChIP-seq data20. b, 3D-STORM images of 
the three distinct epigenetic domains in a, labelled by in situ hybridization 
with DNA probes conjugated to the photoswitchable dye Alexa-647, shown 
with their corresponding conventional images in the inset. Each epigenetic 
domain appears as a single region in nearly all cells due to homologous 
pairing in the tetraploid Kc167 cells. c, log–log plot of the median domain 
volume as a function of domain length for Active (red solid circles), Inactive 
(black solid circles) and Repressed (light blue solid circles) domains, as 
well as for Repressed domains in Ph-knockdown (Ph KD) cells (light blue 
hollow circles). Error bars represent 95% confidence intervals derived from 
resampling (n ≈ 50 cells). The lines indicate power-law fits, with the scaling 
exponent b shown in the legend. d, As in c but for the radius of gyration as a 
function of domain length with the scaling exponent c shown in the legend.
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in turn always larger than those of the Repressed domains (Fig. 1c, 
solid circles). These results are in line with previous data showing 
that PcG proteins can lead to chromatin compaction2,21–23 and that 
actively transcribed chromatin regions tend to be more open than  
non-transcribing regions2.

Notably, the volume (V) of the chromatin domains exhibited a power- 
law scaling behaviour with the domain length (L), that is, V ∝ Lb, and 
the scaling exponent b was distinct for the three different epigenetic 
states (Fig. 1c, solid circles; Extended Data Fig. 3b, c). Inactive chro-
matin domains had a scaling exponent of b = 1.00 ± 0.04 (± standard 
error), indicating that the 3D density of the chromatin was constant 
over different domain lengths. Active domains had a scaling exponent 
significantly greater than 1 (b = 1.26 ± 0.05), indicating increasingly 
less dense packaging for larger domains. Repressed domains exhibited 
a scaling exponent that was notably less than 1 (b = 0.76 ± 0.03), indi-
cating that the packaging density increased with increasing domain 
length. As an alternative measure of the physical sizes of chromatin 
domains, we determined the radius of gyration (Rg), defined as the 

root-mean square distance of molecule positions measured by STORM 
in each domain from the centroid of these positions in the domain 
(Supplementary Methods). Power-law scaling was also observed 
for Rg as a function of L, that is, Rg ∝ Lc, with the scaling exponents 
c = 0.37 ± 0.02, 0.30 ± 0.02, and 0.22 ± 0.02, for Active, Inactive and 
Repressed domains, respectively (Fig. 1d, solid circles; Extended Data 
Fig. 3d). These scaling behaviours were conserved across different 
genomic regions on multiple chromosomes (Extended Data Fig. 3a, b),  
suggesting that the different packaging behaviours are characteristic of 
the epigenetic states. Epigenetic states also influence the scaling of con-
tact frequencies measured by chromosome conformation capture24, but 
how contact frequency is related to the size measurements here remains 
to be understood. In addition to different size-scaling properties, we 
found that these different types of epigenetic domains also tend to have 
different 3D shape characteristics (Extended Data Fig. 3e, f).

Next we probed how chromatin was folded within epigenetic 
domains. To this end, we selected two large chromatin domains for 
each epigenetic type and measured the Rg of internal regions of vary-
ing lengths within these domains, hereafter referred to as subdomains  
(Fig. 2a, b; Extended Data Fig. 5c; Extended Data Table 1). Interestingly, 
both Inactive and Active domains showed a self-similar organization, in 
which the internal subdomains exhibited scaling behaviours that were 
similar to those observed for the whole epigenetic domains (Fig. 2b, left 
and middle). In stark contrast, we did not observe such a self-similar 
organization for either of the Repressed chromatin domains investi-
gated (the Bithorax (Fig. 2b, right) and Antennapedia (Extended Data 
Fig. 6) complexes). Instead, the Rg values grew rapidly as a function of 
subdomain length and quickly saturated, such that subdomains longer 
than approximately one fifth of the length of the parent domain essen-
tially all exhibited the same Rg values.

The observation that even a small subdomain traversed nearly the 
entire volume of the parent domain predicts that two such small subdo-
mains would occupy the same physical space, suggesting a high degree 
of intermixing of chromatin within these Repressed domains. We tested 
this hypothesis by simultaneously labelling two subdomains within the 
same Repressed domain with two distinct sets of FISH probes conju-
gated to spectrally distinct photoswitchable dyes and imaged these sub-
domains with two-colour STORM (Fig. 2c, right panel). Indeed, images 
of these subdomain pairs showed a high degree of overlap, markedly 
distinct from the behaviours observed for the Active and Inactive chro-
matin regions (Fig. 2c; left and middle panels). Quantitatively, the pairs 
of subdomains within each Repressed domain showed ∼60–80% over-
lap in space (median 68%, 3 different pairs of subdomains investigated, 
n ≈ 150 cells) (Fig. 2d, light blue). In contrast, the neighbouring subdo-
mains of Inactive chromatin only showed approximately 10–30% spa-
tial overlap (median 26%, 3 different pairs of subdomains, n ≈ 150 cells)  
(Fig. 2d, black) and the neighbouring subdomains of Active chroma-
tin only showed approximately 15–25% spatial overlap (median 20%,  
2 different pairs of subdomains, n ≈ 100 cells) (Fig. 2d, red). The differ-
ence observed between Active (or Inactive) subdomains and Repressed 
subdomains is statistically highly significant (P < 1 × 10−10, Wilcoxon 
test). These results indicate that the degree of intermixing of chromatin  
within individual epigenetic domains depends strongly on the epi-
genetic state.

We then probed how these different epigenetic domains interacted 
with one another across epigenetic boundaries. Notably, the Repressed 
domains did not show any appreciable overlap with neighbouring 
Active domains, whereas the neighbouring Inactive and Active domains 
partially intermixed with each other (Fig. 3a, b). We quantified four 
different Repressed–Active boundaries and three different Inactive–
Active boundaries. The Repressed domains typically showed less than 
3% overlap with their neighbouring Active domains (median 1.5%, 
n ≈ 150 cells), whereas Inactive domains exhibited up to 15% overlap 
with neighbouring Active domains (median 9.8%, n ≈ 150) (Fig. 3c). 
The difference between these two types of domain boundaries was  
statistically highly significant (P < 1 × 10−14, Wilcoxon test). Therefore, 
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Figure 1 | Chromatin in different epigenetic states exhibits distinct 
packaging and power-law scaling. a, Enrichment profile of H3K4me2 
(red), H3K27me3 (light blue) and unmodified H3 (black) in three genomic 
regions, each harbouring an example Active, Inactive or Repressed domain 
(indicated by brackets). Marker enrichment, as defined in Supplementary 
Methods, was determined from ChIP-seq data20. b, 3D-STORM images of 
the three distinct epigenetic domains in a, labelled by in situ hybridization 
with DNA probes conjugated to the photoswitchable dye Alexa-647, shown 
with their corresponding conventional images in the inset. Each epigenetic 
domain appears as a single region in nearly all cells due to homologous 
pairing in the tetraploid Kc167 cells. c, log–log plot of the median domain 
volume as a function of domain length for Active (red solid circles), Inactive 
(black solid circles) and Repressed (light blue solid circles) domains, as 
well as for Repressed domains in Ph-knockdown (Ph KD) cells (light blue 
hollow circles). Error bars represent 95% confidence intervals derived from 
resampling (n ≈ 50 cells). The lines indicate power-law fits, with the scaling 
exponent b shown in the legend. d, As in c but for the radius of gyration as a 
function of domain length with the scaling exponent c shown in the legend.
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Figure 1. Super-resolution imaging data from the three different studies.
(A) Three epigenetic domains visualized by Boettiger et al. From the left
to the right shown are the image of A-16 (active), I-06 (inactive), and R-
07 (repressed) domains. (B) The radius of gyration for each of three domain
types shown in (A) as a function of domain length. The data in blue fitted
to dashed line is for the Ph knocked-down repressed domains. The figures in
(A) and (B) were both taken from Ref. (13). (C) Density of three types of
epigenetic domains. Blue, Black, and Red correspond to the R-, I-, and A-
domains, respectively. The figure was taken from Fig. 1H in Szabo et al. (14).
(D) Contact probability as a function of genomic distance. The figure was
taken from Fig. S2C in Cattoni et al. (27)

maintained after knocking out PcG proteins. In addition, little
difference in accessibility was identified in distal elements
of both PcG-bound and PcG-free promoters (Figure S2 in
Ref. (29)). Instead of PcG complexes, chromatin remodeling
factors or the low levels of histone acetylation was proposed
as the factor contributing to the maintenance of limited
accessibility.

Imaging data associated with Polycomb-repressed domains
are also available from two other super-resolution imaging
studies on Drosophila chromosomes, one by Szabo et

al. (Figure 1C) (14) and the other by Cattoni et al.

(Figure 1D) (27). Whereas the focus of their study
was on examining the effect of epigenetic modification
on the topologically associated domains and higher-order
chromosome organization, there is clear indication in their
data that Polycomb-repressed domains are similar with or even
slightly more open than inactive domains (see Figures 1C,
1D).

In a nutshell, the unusually compact structures of PcG-
occupied domain observed in the super-resolution study by
Boettiger et al. (Figure 1A, B) (13) do not fully conform
to those implied from other super-resolution imaging studies
(Figures 1C, 1D) (14, 27) as well as to the chromatin
accessibility measurements by King et al. (29). To gain better
understanding to different epigenetic states, 3D modeling
and visualization of each state would be of great help. To
this end, we applied a recently developed, polymer-based
chromosome modeling approach, termed the heterogeneous
loop model (HLM) (30) (https://github.com/leiliu2015/HLM,
see Supplementary Information and Figure S1), on Hi-C data
of Drosophila Kc167 cells (9) and generated 3D structures of
active, inactive, and Polycomb-repressed domains.

In this paper, we first analyze Hi-C data of different
epigenetic domains, and next build the corresponding 3D
chromosome models to study their structural properties.
According to our 3D models, Polycomb-repressed domains
are not so compact as indicated by Boettiger et al.’s super-
resolution imaging (13). Instead, they are similar with inactive
domains in terms of intra-domain compaction and intermixing
with spatially juxtaposed active domains, which is better
aligned with the chromatin accessibility assays (5, 6, 29)
and with other super-resolution imaging studies on epigenetic
domains (14, 27).

MATERIALS AND METHODS
Construction of chromatin conformational ensemble

To generate a conformational ensemble of a genomic region
of interest, we used HLM, the key parameters of which
were determined based on the contact probabilities of the
corresponding region of Hi-C. Details about the original HLM
can be found in Ref. (30). Each monomer of our chromatin
polymer model in this study represents 5 kb genome. The
genomic position of simulated chromatin, the total number of
monomers (N ), and the Pearson correlation which assesses
the similarity between the contact probabilities from Hi-C and
HLM are summarized in Table S1. Detailed information on
the genomic regions of epigenetic (sub)domains studied by
super-resolution microscopy (13, 14), which are modeled in
this work, is given in Tables S2 and S3.

Hi-C, epigenetic and DNA accessibility data

For the 3D chromatin structure modeling of Drosophila Kc167
cells, we chose sub-kb resolution Hi-C data by Eagen et al.

(GSE89112) (9). The contact frequency matrix, normalized
using Knight-Ruiz (KR) method (31), was rescaled such that
the contact probability P (s)=1 as a function of genomic
distance s along the chromatin chain was satisfied at s=1,
and was used as the input of HLM. We also analyzed the Hi-C
data of Kc167 cells from other two experiments (GSE63515
(32), GSE38468 (17)), as well as S2R+ cells (embryonic cell
lines; late embryonic stage; GSE99104 (14)).

The ChIP-chip (chromatin immunoprecipitation followed
by microarray hybridization) data of histone modification
H3K4me2, H3K4me3, unmodified H3, and the DamID (DNA
adenine methyltransferase identification) binding profile of the
PcG protein Polycomb (Pc, a subunit of PRC1) are available
for Kc167 cells (GSE22069) (5). The log2(fold enrichment)
at different loci, within a genomic window of 5 kb, is plotted
in the tracks in Figures 2, S2 and S6, aligned with heatmaps
of contact probabilities. For comparison, presented in Figure
S6 are the enrichment profiles of H3K4me3 (ChIP-chip;
modENCODE914 (33)) and Pc (ChIP-seq; GSM604723 (34))
in the ⇠3 Mb region of S2-DRSC cells.

The chromatin accessibility is based on the
DNase I hypersensitivity assay of Kc167 cells (6)
(https://compbio.hms.harvard.edu/kharchenko-et-al-nature-
2011), which is given as the log2 ratio of the read density at
individual loci and the mean density. In addition, the mean
value of the loci accessibility within the domain is used to
represent the domain accessibility (Figures 2 and S5). All
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that repressed TADs (Blue and Black) form globular structures that
coincide with the nanocompartments in the 3-Mb region, suggesting
that repressed TADs are true physical chromosomal domains. Con-
versely, Red active domains were situated in the fluorescence-poor
zones of the 3-Mb region (Fig. 1F and fig. S2C), despite a similar
probe coverage (fig. S2D). In support of this, the correlation of the
fluorescence intensity distribution of the 3-Mb region with that of
repressed TADs was much higher than with that of active regions
(Fig. 1G). Moreover, active domains had a lower 3D density of
Oligopaint signals (Fig. 1H), indicating that they are present in more
open chromatin, consistent with the lower number of Hi-C contacts
within active compared to repressed domains (fig. S2E) and with a
previous report (23).

TAD-based 3D nanocompartments undergo dynamic cis and
trans contact events
These data suggest that Hi-C patterns resulting from cell population
average studiesmight reflect the partitioning of chromatin into physical
entities in Drosophila chromosomes, organized in the cell nucleus as
discrete compact chromatin nanocompartments (repressive TADs),
interspersed by more open regions (active domains). To test this hy-
pothesis, we askedwhether the number of observed nanocompartments
corresponds to the number of repressed TADs. Of importance for this
study, most nuclei in Dipteran species like Drosophila have paired ho-
mologous chromosomes in interphase. Chromosome pairing has been
shown to be important for appropriate gene regulation (27), but the
ultrastructure of paired homologous loci is still unknown. Whereas
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Fig. 1. Super-resolution microscopy reveals chromatin organization into discrete nanocompartments. (A) S2R+ Hi-C map of the labeled 3-Mb region with chromatin
immunoprecipitation (ChIP) tracks of Pc and H3K4me3. Colored bars denote the positions of probes designed to label specific epigenetic domains (Blue, Black, and Red).
(B) 3D-SIM image of an S2R+ nucleus labeled with the 3-Mb probe (DAPI in gray). (C) Intensity distribution (maximum projection) of the 3-Mb probe in (B). (D) Orthogonal views of
the 3-Mb probe labeling in (B). (E) Schematic representation of the dual FISH Oligopaint labeling strategy. gDNA, genomic DNA. (F) Examples of dual FISH labeling (maximum
projections) with the 3-Mb probe and a single epigenetic domain (Blue1, Black2, or Red1, indicated with arrowheads). Right: Intensity distributions of the two probes along the
yellow line. A.U., arbitrary units. (G) Pearson’s correlation coefficient (PCC) between the 3-Mb and the single-domain probe signals. Twenty nuclei were analyzed per conditions,
and PCC distributions from all repressed domains were significantly different from those of active domains (at least P < 0.01) using Kruskal-Wallis and Dunn’s multiple comparisons
tests. (H) Oligopaint density (probe genomic size over 3D-segmented volume) of the single-domain probes. At least 57 nuclei were analyzed per condition, and density distributions
from all repressed domains were significantly different from those of active domains (at least P < 0.05) using Kruskal-Wallis and Dunn’s multiple comparisons tests. Scale bars, 1 mm.
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in turn always larger than those of the Repressed domains (Fig. 1c, 
solid circles). These results are in line with previous data showing 
that PcG proteins can lead to chromatin compaction2,21–23 and that 
actively transcribed chromatin regions tend to be more open than  
non-transcribing regions2.

Notably, the volume (V) of the chromatin domains exhibited a power- 
law scaling behaviour with the domain length (L), that is, V ∝ Lb, and 
the scaling exponent b was distinct for the three different epigenetic 
states (Fig. 1c, solid circles; Extended Data Fig. 3b, c). Inactive chro-
matin domains had a scaling exponent of b = 1.00 ± 0.04 (± standard 
error), indicating that the 3D density of the chromatin was constant 
over different domain lengths. Active domains had a scaling exponent 
significantly greater than 1 (b = 1.26 ± 0.05), indicating increasingly 
less dense packaging for larger domains. Repressed domains exhibited 
a scaling exponent that was notably less than 1 (b = 0.76 ± 0.03), indi-
cating that the packaging density increased with increasing domain 
length. As an alternative measure of the physical sizes of chromatin 
domains, we determined the radius of gyration (Rg), defined as the 

root-mean square distance of molecule positions measured by STORM 
in each domain from the centroid of these positions in the domain 
(Supplementary Methods). Power-law scaling was also observed 
for Rg as a function of L, that is, Rg ∝ Lc, with the scaling exponents 
c = 0.37 ± 0.02, 0.30 ± 0.02, and 0.22 ± 0.02, for Active, Inactive and 
Repressed domains, respectively (Fig. 1d, solid circles; Extended Data 
Fig. 3d). These scaling behaviours were conserved across different 
genomic regions on multiple chromosomes (Extended Data Fig. 3a, b),  
suggesting that the different packaging behaviours are characteristic of 
the epigenetic states. Epigenetic states also influence the scaling of con-
tact frequencies measured by chromosome conformation capture24, but 
how contact frequency is related to the size measurements here remains 
to be understood. In addition to different size-scaling properties, we 
found that these different types of epigenetic domains also tend to have 
different 3D shape characteristics (Extended Data Fig. 3e, f).

Next we probed how chromatin was folded within epigenetic 
domains. To this end, we selected two large chromatin domains for 
each epigenetic type and measured the Rg of internal regions of vary-
ing lengths within these domains, hereafter referred to as subdomains  
(Fig. 2a, b; Extended Data Fig. 5c; Extended Data Table 1). Interestingly, 
both Inactive and Active domains showed a self-similar organization, in 
which the internal subdomains exhibited scaling behaviours that were 
similar to those observed for the whole epigenetic domains (Fig. 2b, left 
and middle). In stark contrast, we did not observe such a self-similar 
organization for either of the Repressed chromatin domains investi-
gated (the Bithorax (Fig. 2b, right) and Antennapedia (Extended Data 
Fig. 6) complexes). Instead, the Rg values grew rapidly as a function of 
subdomain length and quickly saturated, such that subdomains longer 
than approximately one fifth of the length of the parent domain essen-
tially all exhibited the same Rg values.

The observation that even a small subdomain traversed nearly the 
entire volume of the parent domain predicts that two such small subdo-
mains would occupy the same physical space, suggesting a high degree 
of intermixing of chromatin within these Repressed domains. We tested 
this hypothesis by simultaneously labelling two subdomains within the 
same Repressed domain with two distinct sets of FISH probes conju-
gated to spectrally distinct photoswitchable dyes and imaged these sub-
domains with two-colour STORM (Fig. 2c, right panel). Indeed, images 
of these subdomain pairs showed a high degree of overlap, markedly 
distinct from the behaviours observed for the Active and Inactive chro-
matin regions (Fig. 2c; left and middle panels). Quantitatively, the pairs 
of subdomains within each Repressed domain showed ∼60–80% over-
lap in space (median 68%, 3 different pairs of subdomains investigated, 
n ≈ 150 cells) (Fig. 2d, light blue). In contrast, the neighbouring subdo-
mains of Inactive chromatin only showed approximately 10–30% spa-
tial overlap (median 26%, 3 different pairs of subdomains, n ≈ 150 cells)  
(Fig. 2d, black) and the neighbouring subdomains of Active chroma-
tin only showed approximately 15–25% spatial overlap (median 20%,  
2 different pairs of subdomains, n ≈ 100 cells) (Fig. 2d, red). The differ-
ence observed between Active (or Inactive) subdomains and Repressed 
subdomains is statistically highly significant (P < 1 × 10−10, Wilcoxon 
test). These results indicate that the degree of intermixing of chromatin  
within individual epigenetic domains depends strongly on the epi-
genetic state.

We then probed how these different epigenetic domains interacted 
with one another across epigenetic boundaries. Notably, the Repressed 
domains did not show any appreciable overlap with neighbouring 
Active domains, whereas the neighbouring Inactive and Active domains 
partially intermixed with each other (Fig. 3a, b). We quantified four 
different Repressed–Active boundaries and three different Inactive–
Active boundaries. The Repressed domains typically showed less than 
3% overlap with their neighbouring Active domains (median 1.5%, 
n ≈ 150 cells), whereas Inactive domains exhibited up to 15% overlap 
with neighbouring Active domains (median 9.8%, n ≈ 150) (Fig. 3c). 
The difference between these two types of domain boundaries was  
statistically highly significant (P < 1 × 10−14, Wilcoxon test). Therefore, 
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Figure 1 | Chromatin in different epigenetic states exhibits distinct 
packaging and power-law scaling. a, Enrichment profile of H3K4me2 
(red), H3K27me3 (light blue) and unmodified H3 (black) in three genomic 
regions, each harbouring an example Active, Inactive or Repressed domain 
(indicated by brackets). Marker enrichment, as defined in Supplementary 
Methods, was determined from ChIP-seq data20. b, 3D-STORM images of 
the three distinct epigenetic domains in a, labelled by in situ hybridization 
with DNA probes conjugated to the photoswitchable dye Alexa-647, shown 
with their corresponding conventional images in the inset. Each epigenetic 
domain appears as a single region in nearly all cells due to homologous 
pairing in the tetraploid Kc167 cells. c, log–log plot of the median domain 
volume as a function of domain length for Active (red solid circles), Inactive 
(black solid circles) and Repressed (light blue solid circles) domains, as 
well as for Repressed domains in Ph-knockdown (Ph KD) cells (light blue 
hollow circles). Error bars represent 95% confidence intervals derived from 
resampling (n ≈ 50 cells). The lines indicate power-law fits, with the scaling 
exponent b shown in the legend. d, As in c but for the radius of gyration as a 
function of domain length with the scaling exponent c shown in the legend.
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in turn always larger than those of the Repressed domains (Fig. 1c, 
solid circles). These results are in line with previous data showing 
that PcG proteins can lead to chromatin compaction2,21–23 and that 
actively transcribed chromatin regions tend to be more open than  
non-transcribing regions2.

Notably, the volume (V) of the chromatin domains exhibited a power- 
law scaling behaviour with the domain length (L), that is, V ∝ Lb, and 
the scaling exponent b was distinct for the three different epigenetic 
states (Fig. 1c, solid circles; Extended Data Fig. 3b, c). Inactive chro-
matin domains had a scaling exponent of b = 1.00 ± 0.04 (± standard 
error), indicating that the 3D density of the chromatin was constant 
over different domain lengths. Active domains had a scaling exponent 
significantly greater than 1 (b = 1.26 ± 0.05), indicating increasingly 
less dense packaging for larger domains. Repressed domains exhibited 
a scaling exponent that was notably less than 1 (b = 0.76 ± 0.03), indi-
cating that the packaging density increased with increasing domain 
length. As an alternative measure of the physical sizes of chromatin 
domains, we determined the radius of gyration (Rg), defined as the 

root-mean square distance of molecule positions measured by STORM 
in each domain from the centroid of these positions in the domain 
(Supplementary Methods). Power-law scaling was also observed 
for Rg as a function of L, that is, Rg ∝ Lc, with the scaling exponents 
c = 0.37 ± 0.02, 0.30 ± 0.02, and 0.22 ± 0.02, for Active, Inactive and 
Repressed domains, respectively (Fig. 1d, solid circles; Extended Data 
Fig. 3d). These scaling behaviours were conserved across different 
genomic regions on multiple chromosomes (Extended Data Fig. 3a, b),  
suggesting that the different packaging behaviours are characteristic of 
the epigenetic states. Epigenetic states also influence the scaling of con-
tact frequencies measured by chromosome conformation capture24, but 
how contact frequency is related to the size measurements here remains 
to be understood. In addition to different size-scaling properties, we 
found that these different types of epigenetic domains also tend to have 
different 3D shape characteristics (Extended Data Fig. 3e, f).

Next we probed how chromatin was folded within epigenetic 
domains. To this end, we selected two large chromatin domains for 
each epigenetic type and measured the Rg of internal regions of vary-
ing lengths within these domains, hereafter referred to as subdomains  
(Fig. 2a, b; Extended Data Fig. 5c; Extended Data Table 1). Interestingly, 
both Inactive and Active domains showed a self-similar organization, in 
which the internal subdomains exhibited scaling behaviours that were 
similar to those observed for the whole epigenetic domains (Fig. 2b, left 
and middle). In stark contrast, we did not observe such a self-similar 
organization for either of the Repressed chromatin domains investi-
gated (the Bithorax (Fig. 2b, right) and Antennapedia (Extended Data 
Fig. 6) complexes). Instead, the Rg values grew rapidly as a function of 
subdomain length and quickly saturated, such that subdomains longer 
than approximately one fifth of the length of the parent domain essen-
tially all exhibited the same Rg values.

The observation that even a small subdomain traversed nearly the 
entire volume of the parent domain predicts that two such small subdo-
mains would occupy the same physical space, suggesting a high degree 
of intermixing of chromatin within these Repressed domains. We tested 
this hypothesis by simultaneously labelling two subdomains within the 
same Repressed domain with two distinct sets of FISH probes conju-
gated to spectrally distinct photoswitchable dyes and imaged these sub-
domains with two-colour STORM (Fig. 2c, right panel). Indeed, images 
of these subdomain pairs showed a high degree of overlap, markedly 
distinct from the behaviours observed for the Active and Inactive chro-
matin regions (Fig. 2c; left and middle panels). Quantitatively, the pairs 
of subdomains within each Repressed domain showed ∼60–80% over-
lap in space (median 68%, 3 different pairs of subdomains investigated, 
n ≈ 150 cells) (Fig. 2d, light blue). In contrast, the neighbouring subdo-
mains of Inactive chromatin only showed approximately 10–30% spa-
tial overlap (median 26%, 3 different pairs of subdomains, n ≈ 150 cells)  
(Fig. 2d, black) and the neighbouring subdomains of Active chroma-
tin only showed approximately 15–25% spatial overlap (median 20%,  
2 different pairs of subdomains, n ≈ 100 cells) (Fig. 2d, red). The differ-
ence observed between Active (or Inactive) subdomains and Repressed 
subdomains is statistically highly significant (P < 1 × 10−10, Wilcoxon 
test). These results indicate that the degree of intermixing of chromatin  
within individual epigenetic domains depends strongly on the epi-
genetic state.

We then probed how these different epigenetic domains interacted 
with one another across epigenetic boundaries. Notably, the Repressed 
domains did not show any appreciable overlap with neighbouring 
Active domains, whereas the neighbouring Inactive and Active domains 
partially intermixed with each other (Fig. 3a, b). We quantified four 
different Repressed–Active boundaries and three different Inactive–
Active boundaries. The Repressed domains typically showed less than 
3% overlap with their neighbouring Active domains (median 1.5%, 
n ≈ 150 cells), whereas Inactive domains exhibited up to 15% overlap 
with neighbouring Active domains (median 9.8%, n ≈ 150) (Fig. 3c). 
The difference between these two types of domain boundaries was  
statistically highly significant (P < 1 × 10−14, Wilcoxon test). Therefore, 

b

18.85 18.95 19.05 (Mb)
Chromosome 3L

7.30 7.40 7.50 (Mb)
Chromosome 2R 

8.95 9.05 9.15 (Mb)

−1

0

1

2

M
ar

ke
r 

en
ric

hm
en

t

−1

0

1

2

M
ar

ke
r 

en
ric

hm
en

t

−1

0

1

2

M
ar

ke
r 

en
ric

hm
en

t

Chromosome 2R 

Genomic coordinate

a

A-16 R-07I-06

RepressedActive Inactive

H3K27me3H3K4me2 unmod-H3

I-06A-16 R-07

1 μm

250 nm

100

Domain length (kb)

R
ad

iu
s 

of
 g

yr
at

io
n 

(n
m

)

200

500

c = 0.37 ± 0.02
c = 0.30 ± 0.02
c = 0.22 ± 0.02

dc

101 101102 102

109

108

107

Domain length (kb)

Vo
lu

m
e 

(n
m

3 )

x
y

z x
y

z
x

y
z

Active Inactive Repressed Repressed (Ph KD)

b = 1.26 ± 0.05
b = 1.00 ± 0.04
b = 0.76 ± 0.03
b = 1.02 ± 0.12 c = 0.35 ± 0.02

Figure 1 | Chromatin in different epigenetic states exhibits distinct 
packaging and power-law scaling. a, Enrichment profile of H3K4me2 
(red), H3K27me3 (light blue) and unmodified H3 (black) in three genomic 
regions, each harbouring an example Active, Inactive or Repressed domain 
(indicated by brackets). Marker enrichment, as defined in Supplementary 
Methods, was determined from ChIP-seq data20. b, 3D-STORM images of 
the three distinct epigenetic domains in a, labelled by in situ hybridization 
with DNA probes conjugated to the photoswitchable dye Alexa-647, shown 
with their corresponding conventional images in the inset. Each epigenetic 
domain appears as a single region in nearly all cells due to homologous 
pairing in the tetraploid Kc167 cells. c, log–log plot of the median domain 
volume as a function of domain length for Active (red solid circles), Inactive 
(black solid circles) and Repressed (light blue solid circles) domains, as 
well as for Repressed domains in Ph-knockdown (Ph KD) cells (light blue 
hollow circles). Error bars represent 95% confidence intervals derived from 
resampling (n ≈ 50 cells). The lines indicate power-law fits, with the scaling 
exponent b shown in the legend. d, As in c but for the radius of gyration as a 
function of domain length with the scaling exponent c shown in the legend.
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Figure 1. Super-resolution imaging data from the three different studies.
(A) Three epigenetic domains visualized by Boettiger et al. From the left
to the right shown are the image of A-16 (active), I-06 (inactive), and R-
07 (repressed) domains. (B) The radius of gyration for each of three domain
types shown in (A) as a function of domain length. The data in blue fitted
to dashed line is for the Ph knocked-down repressed domains. The figures in
(A) and (B) were both taken from Ref. (13). (C) Density of three types of
epigenetic domains. Blue, Black, and Red correspond to the R-, I-, and A-
domains, respectively. The figure was taken from Fig. 1H in Szabo et al. (14).
(D) Contact probability as a function of genomic distance. The figure was
taken from Fig. S2C in Cattoni et al. (27)

maintained after knocking out PcG proteins. In addition, little
difference in accessibility was identified in distal elements
of both PcG-bound and PcG-free promoters (Figure S2 in
Ref. (29)). Instead of PcG complexes, chromatin remodeling
factors or the low levels of histone acetylation was proposed
as the factor contributing to the maintenance of limited
accessibility.

Imaging data associated with Polycomb-repressed domains
are also available from two other super-resolution imaging
studies on Drosophila chromosomes, one by Szabo et

al. (Figure 1C) (14) and the other by Cattoni et al.

(Figure 1D) (27). Whereas the focus of their study
was on examining the effect of epigenetic modification
on the topologically associated domains and higher-order
chromosome organization, there is clear indication in their
data that Polycomb-repressed domains are similar with or even
slightly more open than inactive domains (see Figures 1C,
1D).

In a nutshell, the unusually compact structures of PcG-
occupied domain observed in the super-resolution study by
Boettiger et al. (Figure 1A, B) (13) do not fully conform
to those implied from other super-resolution imaging studies
(Figures 1C, 1D) (14, 27) as well as to the chromatin
accessibility measurements by King et al. (29). To gain better
understanding to different epigenetic states, 3D modeling
and visualization of each state would be of great help. To
this end, we applied a recently developed, polymer-based
chromosome modeling approach, termed the heterogeneous
loop model (HLM) (30) (https://github.com/leiliu2015/HLM,
see Supplementary Information and Figure S1), on Hi-C data
of Drosophila Kc167 cells (9) and generated 3D structures of
active, inactive, and Polycomb-repressed domains.

In this paper, we first analyze Hi-C data of different
epigenetic domains, and next build the corresponding 3D
chromosome models to study their structural properties.
According to our 3D models, Polycomb-repressed domains
are not so compact as indicated by Boettiger et al.’s super-
resolution imaging (13). Instead, they are similar with inactive
domains in terms of intra-domain compaction and intermixing
with spatially juxtaposed active domains, which is better
aligned with the chromatin accessibility assays (5, 6, 29)
and with other super-resolution imaging studies on epigenetic
domains (14, 27).

MATERIALS AND METHODS
Construction of chromatin conformational ensemble

To generate a conformational ensemble of a genomic region
of interest, we used HLM, the key parameters of which
were determined based on the contact probabilities of the
corresponding region of Hi-C. Details about the original HLM
can be found in Ref. (30). Each monomer of our chromatin
polymer model in this study represents 5 kb genome. The
genomic position of simulated chromatin, the total number of
monomers (N ), and the Pearson correlation which assesses
the similarity between the contact probabilities from Hi-C and
HLM are summarized in Table S1. Detailed information on
the genomic regions of epigenetic (sub)domains studied by
super-resolution microscopy (13, 14), which are modeled in
this work, is given in Tables S2 and S3.

Hi-C, epigenetic and DNA accessibility data

For the 3D chromatin structure modeling of Drosophila Kc167
cells, we chose sub-kb resolution Hi-C data by Eagen et al.

(GSE89112) (9). The contact frequency matrix, normalized
using Knight-Ruiz (KR) method (31), was rescaled such that
the contact probability P (s)=1 as a function of genomic
distance s along the chromatin chain was satisfied at s=1,
and was used as the input of HLM. We also analyzed the Hi-C
data of Kc167 cells from other two experiments (GSE63515
(32), GSE38468 (17)), as well as S2R+ cells (embryonic cell
lines; late embryonic stage; GSE99104 (14)).

The ChIP-chip (chromatin immunoprecipitation followed
by microarray hybridization) data of histone modification
H3K4me2, H3K4me3, unmodified H3, and the DamID (DNA
adenine methyltransferase identification) binding profile of the
PcG protein Polycomb (Pc, a subunit of PRC1) are available
for Kc167 cells (GSE22069) (5). The log2(fold enrichment)
at different loci, within a genomic window of 5 kb, is plotted
in the tracks in Figures 2, S2 and S6, aligned with heatmaps
of contact probabilities. For comparison, presented in Figure
S6 are the enrichment profiles of H3K4me3 (ChIP-chip;
modENCODE914 (33)) and Pc (ChIP-seq; GSM604723 (34))
in the ⇠3 Mb region of S2-DRSC cells.

The chromatin accessibility is based on the
DNase I hypersensitivity assay of Kc167 cells (6)
(https://compbio.hms.harvard.edu/kharchenko-et-al-nature-
2011), which is given as the log2 ratio of the read density at
individual loci and the mean density. In addition, the mean
value of the loci accessibility within the domain is used to
represent the domain accessibility (Figures 2 and S5). All

Boettiger et al. Nature, (2016) 529, 418–422.

Szabo et al. Sci. Adv., (2018) 4, eaar8082 Cattoni et al. Nat. Commun., (2017) 8, 1753 
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RESULTS
Epigenetic state-dependent intra-domain organization of

chromatin inferred from Hi-C

For each of 46 domains examined in Ref (13), we
first analyzed the corresponding regions of Hi-C data (9)
(Figure 2A-C) and calculated the intra-domain contact
probability, P (s), as a function of the genomic distance s.
P (s) shows power-law decay, P (s)⇠s�� , over the range of
s'(0.01�0.4) Mb. The largest active (A-23), inactive (I-14),
and Polycomb-repressed domains (R-11) among 46 domains
are characterized with different exponent � (Figure 2D). In
terms of �, A-domains are clearly discerned from I- and R-
domains (Figure 2E. See also Figure S2B). In general, a larger
value of � is indicative of less compact and more sparsely
organized structure (36, 37, 38), and hence more accessible to
the protein factors or nucleases. Thus, A-23 (�=1.27±0.06)
is more accessible than I-14 (�=0.63±0.05) and R-11 (�=
0.78±0.05). The mean accessibility and � value evaluated
over all 46 domains are positively correlated (Spearman corr.
= 0.81, Pearson corr. = 0.83) (Figure 2F), These two measures
not only distinguish A-domains from I- and R-domains, but
also indicate that I-domains are comparable to R-domains
(Figure 2F). Analysis of two other Hi-C data (17, 32), where
chromatin of the same cell line was digested with different
type of restriction enzymes, DpnII (17) and HindIII (32),
offers the same conclusion (Figures S3, S4).

The above results based on Hi-C data are at odds with the
Boettiger et al.’s super-resolution imaging (13) (Figure 1A)
which indicates that Polycomb-repressed chromatin is
featured with the densest intra-domain packing among the
three epigenetic types.

Comparison of HLM-generated epigenetic domains

To elaborate more on the differences between three epigenetic
states other than �, we modeled 3D structures of A-23, I-14,
and R-11 domains by employing the HLM approach (30) and
visualized them (Figure 3A).

As shown in Figure 3A, the A-23 domain is aspherical and
loosely packed. I-14 is more spherical and compact than R-
11 domain. The average radius of gyration rg(s) increases
with the subchain length (s) as rg(s)⇠s⌫ (Figure 3B). A-23
is characterized with the largest exponent ⌫ (=0.43), followed
by R-11 (⌫=0.35) and I-14 (⌫=0.26). A smaller ⌫ is expected
for a more densely packed polymer chain (13). In terms of
the monomer number density evaluated based on Voronoi
tessellation (35), as well as its crude estimate ⇢⇡L/R3

g where
Rg is the radius of gyration of the whole domain of size L,
we obtain ⇢I-14&⇢R-11>⇢A-23 (Figure 3C). In addition, I-
14 has the most spherical shape with the smoothest domain
surface. All these features for the three different epigenetic
domains are aligned with those implied by � (Figure 2D) and
the chromatin accessibility (as labeled in Figure 2F). Based on
the 3D HLM structures of all domains, we find that chromatin
accessibility is negatively correlated with the domain density
(Spearman corr.=�0.78 with p<1⇥10�5. See Figure S5B).

The two independently calculated exponents � and ⌫
enabled us to extract the effective dimension (deff) in which
the chromatin chains are organized. The contact probability
between two points separated by the genomic separation
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Figure 3. Structural properties of the three types of largest epigenetic
domains modeled by HLM. (A) Ensembles of 3D structures of A-23, I-14, and
R-11 domains. (B) The mean gyration radius rg(s) as a function of genomic
distance s in log-log scale. (C) Density, L/R3

g , asphericity, and surface
roughness S/S0 of different domains. The density of monomers in I-14 is
significantly greater than that in R-11 (Mann-Whitney U test, p<1⇥10�5).

Figure 4. � versus ⌫ for three different types of epigenetic domains. The data
are fitted to a relation �=deff⌫ to determine the effective dimension deff for
each domain type. (deff =2.85±0.13 (A-domains), 1.85±0.11 (I-domains),
2.13±0.11 (R-domains)).

s along the chromatin chain (P (s)) would be inversely
proportional to the effective volume Veff(s) explored by the
chain segment between the two, namely, P (s)⇠V �1

eff (s). In
addition, the effective volume is calculated as a power of space
dimension of the segment as Veff(s)⇠R(s)deff where R(s)
scales as R(s)⇠s⌫ (37). From this theoretical consideration,
P (s)⇠1/R(s)deff ⇠1/(s⌫)deff ⇠s�� , we obtain the relation
�=deff⌫. From the analysis in Figure 4, I- and R-domains
are characterized with deff⇡2, significantly smaller than
deff⇡2.9 for A-domains. This suggests that unlike A-domain
whose effective dimension is close to 3, I- and R-domains
are characterized with the dimension close to 2. The values
of deff⇡2 for I- and R-domains indicates that chromatin
chains of I- and R-domains are effectively confined and
organized in two dimensions. This is consistent with the
knowledge that BLACK and BLUE chromatins, which are
the two classes of the five-colored chromatin states (see
Supplementary Information) corresponding to inactive and
repressed chromatins, display extensive colocalization with
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Figure 2. Three different types of epigenetic domains inferred from Hi-C. Heatmap of contact probabilities from Hi-C (upper diagonal region) and from HLM
(lower diagonal region) for the (A) active domain A-23, (B) inactive domain I-14, and (C) Polycomb-repressed domain R-11, each of which is the largest of the
domain type. Enrichment profiles of H3K4me2 (red), unmodified H3 (black), and Pc (blue) are shown on the left in each map. (D) Contact probability P (s) as a
function of genomic distance s for the three largest domains. (E) (top) P (s) for all 46 domains (13). (bottom) bP (s) is the contact probability averaged over the
domain of the same epigenetic type. (F) � versus chromatin accessibility. � is the value of exponent determined from the scaling relationship P (s)⇠s�� . The
domain accessibility is calculated from DNase I hypersensitivity assay (6) (see MATERIALS AND METHODS for details). The histograms of � and domain
accessibility are shown on the side and top of the panel, respectively. Significance of similarity in histograms between the values of � and between domain
accessibilities is shown on the top of histograms with the notation: ns (not significant, p>0.05), * (p<0.05), ** (p<0.01), and ***** (p<1⇥10�5).

relevant experimental data were assembled with respect to the
reference genome assembly dm3 of Drosophila melanogaster.

Characterization of domain structures

The 3D conformational ensemble of epigenetic domains
generated using HLM was characterized by means of
the following structural properties (see Supplementary
Information for the precise mathematical expression for each
measure):

(i) The mean radius of gyration (rg) was calculated as a
function of genomic distance s for the subchains in a genomic
domain of interest, and it was fitted to rg(s)⇠s⌫ , where
the scaling exponent ⌫ characterizes the chromatin chain
organization inside the domain. The chromatin density inside
the domain can be approximated as L/R3

g , where L is the total
number of monomers in the domain whose radius of gyration
is Rg .

(ii) The asphericity (Asp.) was calculated to characterize
the overall shape of chromatin domain in reference to a perfect
sphere. Asp.=0 is for the sphere, and Asp.>0 quantifies the
extent of deviation from a spherical shape.

(iii) The density and surface roughness of a domain were
evaluated by means of the Voronoi tessellation (35), which
offers a well-defined volume V and surface area S of the
domain. The surface roughness was quantified by calculating
the surface area S relative to that of a perfect sphere (S0). By

definition, S/S0�1 should be satisfied, and a rougher domain
surface would give rise to a larger value of S/S0. Given the
volume from the Voronoi tessellation, the domain density is
calculated as L/V .

(iv) The overlap fraction of X domain with Y domain
is defined as the number of monomers in X domain that
are within a distance 2a from any monomer in the domain
Y relative to the total number of monomers comprising X
domain (13), where a is the van der Waals radius or the
diameter of each monomer. The overlap factor between X
and Y domains is determined as the ratio of the number of
inter-domain monomer pairs to the number of all inter-domain
monomer pairs.

(v) To visualize a structural ensemble of modeled
chromatin domain (30), the geometric centers of three or
four (sub)domains, if any, were first selected from the
whole domain, and next the distribution of the interdomain
distances were computed based on the ensemble of structures.
Several chromatin conformations were then randomly selected
from the most populated cluster determined based on the
interdomain distances, and were aligned and rendered.
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Figure 5. (A) The squared radius of gyration r2g(s) of subchains of size
(length) s calculated from HLM is compared with those measured with FISH.
(B) The gyration radius as a function of domain length in log-log scale
for each type of epigenetic domain. Data points are obtained for individual
domains by modeling HLMs of 7 A-, 8 I-, and 8 R-domains, the size of
which is greater than 25 kb (L>25 kb). By fitting the data to the scaling
relation Rg⇠Lc, we obtain the exponent c=0.43±0.03, 0.37±0.03, and
0.38±0.02 for the A-, I- and R-type domains, respectively.

Lamin, the protein expressed in nuclear envelope (Figure 3A
in Ref. (5)).

Epigenetic domains have also been visualized by Szabo
et al. using super-resolution microscopy in a 3 Mb genomic
region of Drosophila S2R+ cells (14). Their data shows that
chromatin density of inactive domains is greater than that
of Polycomb-repressed domains (see Figure 1B). Because
the chromatin states and Hi-C data of the 3-Mb region
of Kc167 and S2R+ cells, both derived from late embryos
(39), are remarkably similar (see Figure S6A), we modeled
the associated genomic region of S2R+ cells by taking
advantage of the Hi-C library of Kc167 cells that retains
higher resolution. The density of chromatin chain (⇢) in three
domains shows ⇢I&⇢R>⇢A (Figure S6F), which is consistent
with the observation by Szabo et al. (14) (Figure 1B).

Finally, it is of particular note that there is apparent
discrepancy between rg(s)’s of R-11 measured from FISH
(filled diamonds) and from HLM-generated ensemble (empty
diamonds in Figure 5A). R-11 domain is clearly more compact
in the Boettiger’s super-resolution FISH imaging than that
based on our polymer model. The exponent ⌫=0.22 is
unusual and difficult to rationalize given that ⌫=1/3 would be
the best situation in which growing subchain can fill the space
as compact as possible. The exponent ⌫=0.22 means that
the packing density of a domain made of subchain increases
with the subchain size s as ⇢(s)⇠s/rg(s)3⇠s1�3⌫ with
1�3⌫>0. The “sticky” polymer model proposed by Boettiger
et al. (13) could generate polymer conformation with multiple
loops which might represent the situation created by PRC1
complexes, partly explaining the exponent ⌫=0.22; however,
the domain length giving rise to ⌫=0.22 was limited to a
narrow range (Figure 4c in Ref.(13) and explanation therein).
Furthermore, it is unlikely that the structures generated
using the sticky polymer model reproduce the corresponding
heatmap of contact probability from Hi-C data. For the
exponent c defined in the scaling relationship between the
gyration radii of whole domains and their lengths, Rg(L)⇠
Lc, the greatest difference is also found in R-domains, i.e., c=
0.22 for FISH (Figure 1B) and c=0.38 for Hi-C (Figure 5B).

Figure 6. Comparison of spatial overlap of inactive and repressed domains
with adjacent active domains. (A) Overlap fraction. (B) The inter-domain
mean contact probability measured from Hi-C, hpiHi-C, versus overlap factor
(corr. =0.99). (Inset) hpiHi-C is plotted against the same quantity measured
from chromosome models hpiHLM (corr.=0.98).

Intermixing between two different epigenetic domains

inferred from Hi-C

Next, to study the intermixing between two different
epigenetic domains spatially juxtaposed, we used sub-kb
resolution Hi-C data (9) and modeled 3D structures for the
genomic regions that encompass several epigenetic domains
(see Figures S6, S7, S8, S9, S10 and Table S1). The
overlap fraction of I- and R-domains with respect to their
adjacent A-domains, the definition of which was taken from
Ref. (13) (see MATERIALS AND METHODS for the details),
are summarized in Figure 6A. Both I- and R-domains
show significant amount of intermixing with neighboring
A-domains (A-17, A-03, and A-04), displaying comparable
levels of interdomain overlap with A-domain, i.e., �RA⇡�IA
(Figure 6A). The HLM-generated chromatin conformations
(Figures S6D and S7D) show this more explicitly. It is again
at odds with Boettiger et al.’s super-resolution imaging results
(Figure 3 in Ref. (13)), which pointed out that Polycomb-
repressed domains have little intermixing with A-domains.

The correlation between Hi-C and HLM-derived contact
maps is sufficiently good. But, to further ensure that our 3D
model correctly captures the features of Hi-C inter-domain
contacts, we calculated the average inter-domain contact
probabilities between two different domain types (I and A,
R and A) based on Hi-C (hpiHi-C) and 3D models (hpiHLM).
They are highly correlated (the inset of Figure 6B. See also
Figures S6A, S7A and S8A). In addition, there is a strong
correlation between hpiHi-C and the inter-domain overlap
factor calculated using 3D structures (40) (see Figure 6B and
its definition in MATERIALS AND METHODS).

DISCUSSION
As long as Hi-C and super-resolution imaging data are
complementary to each other, analysis based on integration
of two distinct experiments would offer promising results
(41, 42, 43, 44, 45, 46); however, contradictory data would
give rise to discordant outcome. Here we underlie the
incompatibility between the Hi-C and Boettiger et al.’s
FISH measurement (13) by combining the data from two
measurements and using them as input data for HLM.
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the degree of spatial separation between neighbouring domains of dif-
ferent epigenetic types also depends strongly on the epigenetic state.

The different packaging and intermixing behaviours observed for 
these chromatin types point to distinct mechanisms involved in chro-
matin folding in the different epigenetic states. It is remarkable that 
the two types of non-transcribing chromatin—Inactive and Repressed 
states—exhibited such distinct packaging behaviours. The Repressed 
chromatin appeared to exhibit a substantially more compact packing, 
higher degree of chromatin intermixing within domains, and stronger 
tendency to spatially exclude neighbouring domains. To explore the 
potential mechanisms underlying these different packaging behaviours, 
we employed stochastic polymer simulations. It has been suggested that 
genomic DNA could be approximated as a fractal globule, which arises 
when an unknotted polymer is confined into a volume substantially 
smaller than the relaxed volume of the polymer25–27. Our experimen-
tally observed power-law scaling (Rg ∝ L0.3) and self-similar organiza-
tion of the Inactive chromatin are roughly consistent with the expected 

properties of the fractal globule, as confirmed by our simulations of 
a polymer confined to a small volume (Supplementary Methods)  
(Fig. 4a, b).

Polycomb-repressed chromatin, on the other hand, exhibited distinct 
folding behaviours that could not be explained by the fractal globule 
model. Prompted by the observations that some PcG proteins can 
bridge nucleosomes21,22, we used self-interacting monomers28 to sim-
ulate such PcG-mediated chromatin interactions. We then embedded 
such a ‘sticky’ polymer domain containing self-interacting monomers 
within a large non-sticky polymer (to emulate the surrounding non- 
repressed domains), and simulated the polymer in a confined volume 
(Supplementary Methods). This model reproduced the packaging 
behaviours that we observed for Repressed chromatin domains pro-
vided that the monomer-interaction strength was not too strong to 
cause irreversible monomer binding and that the simulation was suf-
ficiently long to achieve intermixing (Supplementary Methods). First, 
the scaling exponent of 0.22 ± 0.01 (Rg ∝ L0.22) derived from the simu-
lation (Fig. 4c) agreed quantitatively with the experimentally observed 
value (Fig. 1d, solid blue line). Second, subdomains of these simulated 
polymers showed a saturation behaviour where the subdomains had 
nearly the same Rg values as the full domain, until they became less 
than one third the length of the parent domain (Fig. 4d), also similar 
to our experimental observation (Fig. 2b, right panel). Third, subdo-
mains within the sticky polymer domains exhibited substantially more 
intermixing than neighbouring subdomains of the non-sticky polymer,  
and the sticky polymer domains spatially excluded neighbouring 
non-sticky regions (Fig. 4e, f), both behaviours also consistent with 
the differences that we observed experimentally between Repressed 
and Inactive chromatin domains (Figs 2c, d and 3b, c). Overall, our 
simulation results suggest that interactions between PcG proteins could 
provide an explanation for the distinct folding behaviour observed for 
the Repressed chromatin, although it is possible that other mechanisms 
also contribute to the observed folding behaviour.
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Figure 2 | Different types of epigenetic domains exhibit distinct 
subdomain scaling and intermixing. a, Marker enrichment profile of 
three genomic regions with the example epigenetic domains marked by 
brackets and imaged subdomains marked by green and magenta lines.  
b, Linear plot of the radius of gyration as a function of the subdomain 
length (green symbols), compared to those for the whole domain data 
(red, black or light blue circles), for Active (left), Inactive (middle) and 
Repressed chromatin (right). Different green symbols (triangle and 
squares) represent subdomains of two different parent domains.  
Power-law fits of subdomains (green solid lines) and whole domains  
(red, black and light blue dashed lines) are shown with the scaling 
exponent c given in the legends. The green lines in the right panel are 
to guide the eye. c, Two-colour, 3D-STORM images of example pairs of 
subdomains within Active (left), Inactive (middle), and Repressed (right) 
domains. Portions of the two subdomains that overlap in 3D are shown in 
white. The two subdomains are labelled with Alexa-647- and Alexa-750-
tagged DNA probes, respectively. d, Quantification of overlap fraction 
between the subdomains for Active (red), Inactive (black), or Repressed 
(light blue) chromatin (Supplementary Methods). Error bars represent 
95% confidence intervals derived from resampling (n ≈ 50 cells).
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Figure 3 | Neighbouring chromatin domains show different amount 
of intermixing for different types of epigenetic boundaries. a, Marker 
enrichment profile of a genomic region harbouring three epigenetic 
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Intermixing between two different epigenetic domains

“… Compared to inactive domains, Polycomb-repressed 
domains spatially exclude neighbouring active 
chromatin to a much stronger degree….”
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Figure S7. A 0.95 Mb region at chr3R:12,300,000–13,250,000 modeled by HLM. (A) Heatmap of contact probabilities from Hi-C (upper
diagonal part) and HLM (lower diagonal part). The inter-domain contacts are enclosed by rectangular boxes, beside which the labels denote
the corresponding mean value of inter-domain contact probabilities ÈpÍHi-C and ÈpÍHLM. (B) Intra-domain mean contact probability P (s).
(C) Intra-domain mean gyration radius rg(s). (D) Overlap fraction of inactive and repressed domain with adjacent active domains. (E)
Structural properties and accessibility of di�erent epigenetic domains.

Figure S8. A 0.7 Mb region at chr3R:2,280,000–2,980,000 modeled by HLM. See the caption of Figure S7.
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Figure S7. A 0.95 Mb region at chr3R:12,300,000–13,250,000 modeled by HLM. (A) Heatmap of contact probabilities from Hi-C (upper
diagonal part) and HLM (lower diagonal part). The inter-domain contacts are enclosed by rectangular boxes, beside which the labels denote
the corresponding mean value of inter-domain contact probabilities ÈpÍHi-C and ÈpÍHLM. (B) Intra-domain mean contact probability P (s).
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Figure S8. A 0.7 Mb region at chr3R:2,280,000–2,980,000 modeled by HLM. See the caption of Figure S7.

i
i

“SI-epidom-NAR-revise-submit” — 2020/6/3 — 17:39 — page 10 — #10 i
i

i
i

i
i

10

Figure S7. A 0.95 Mb region at chr3R:12,300,000–13,250,000 modeled by HLM. (A) Heatmap of contact probabilities from Hi-C (upper
diagonal part) and HLM (lower diagonal part). The inter-domain contacts are enclosed by rectangular boxes, beside which the labels denote
the corresponding mean value of inter-domain contact probabilities ÈpÍHi-C and ÈpÍHLM. (B) Intra-domain mean contact probability P (s).
(C) Intra-domain mean gyration radius rg(s). (D) Overlap fraction of inactive and repressed domain with adjacent active domains. (E)
Structural properties and accessibility of di�erent epigenetic domains.
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Figure S8. A 0.7 Mb region at chr3R:2,280,000–2,980,000 modeled by HLM. See the caption of Figure S7.
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Figure S7. A 0.95 Mb region at chr3R:12,300,000–13,250,000 modeled by HLM. (A) Heatmap of contact probabilities from Hi-C (upper
diagonal part) and HLM (lower diagonal part). The inter-domain contacts are enclosed by rectangular boxes, beside which the labels denote
the corresponding mean value of inter-domain contact probabilities ÈpÍHi-C and ÈpÍHLM. (B) Intra-domain mean contact probability P (s).
(C) Intra-domain mean gyration radius rg(s). (D) Overlap fraction of inactive and repressed domain with adjacent active domains. (E)
Structural properties and accessibility of di�erent epigenetic domains.
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Figure 5. (A) The squared radius of gyration r2g(s) of subchains of size
(length) s calculated from HLM is compared with those measured with FISH.
(B) The gyration radius as a function of domain length in log-log scale
for each type of epigenetic domain. Data points are obtained for individual
domains by modeling HLMs of 7 A-, 8 I-, and 8 R-domains, the size of
which is greater than 25 kb (L>25 kb). By fitting the data to the scaling
relation Rg⇠Lc, we obtain the exponent c=0.43±0.03, 0.37±0.03, and
0.38±0.02 for the A-, I- and R-type domains, respectively.

Lamin, the protein expressed in nuclear envelope (Figure 3A
in Ref. (5)).

Epigenetic domains have also been visualized by Szabo
et al. using super-resolution microscopy in a 3 Mb genomic
region of Drosophila S2R+ cells (14). Their data shows that
chromatin density of inactive domains is greater than that
of Polycomb-repressed domains (see Figure 1B). Because
the chromatin states and Hi-C data of the 3-Mb region
of Kc167 and S2R+ cells, both derived from late embryos
(39), are remarkably similar (see Figure S6A), we modeled
the associated genomic region of S2R+ cells by taking
advantage of the Hi-C library of Kc167 cells that retains
higher resolution. The density of chromatin chain (⇢) in three
domains shows ⇢I&⇢R>⇢A (Figure S6F), which is consistent
with the observation by Szabo et al. (14) (Figure 1B).

Finally, it is of particular note that there is apparent
discrepancy between rg(s)’s of R-11 measured from FISH
(filled diamonds) and from HLM-generated ensemble (empty
diamonds in Figure 5A). R-11 domain is clearly more compact
in the Boettiger’s super-resolution FISH imaging than that
based on our polymer model. The exponent ⌫=0.22 is
unusual and difficult to rationalize given that ⌫=1/3 would be
the best situation in which growing subchain can fill the space
as compact as possible. The exponent ⌫=0.22 means that
the packing density of a domain made of subchain increases
with the subchain size s as ⇢(s)⇠s/rg(s)3⇠s1�3⌫ with
1�3⌫>0. The “sticky” polymer model proposed by Boettiger
et al. (13) could generate polymer conformation with multiple
loops which might represent the situation created by PRC1
complexes, partly explaining the exponent ⌫=0.22; however,
the domain length giving rise to ⌫=0.22 was limited to a
narrow range (Figure 4c in Ref.(13) and explanation therein).
Furthermore, it is unlikely that the structures generated
using the sticky polymer model reproduce the corresponding
heatmap of contact probability from Hi-C data. For the
exponent c defined in the scaling relationship between the
gyration radii of whole domains and their lengths, Rg(L)⇠
Lc, the greatest difference is also found in R-domains, i.e., c=
0.22 for FISH (Figure 1B) and c=0.38 for Hi-C (Figure 5B).
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Figure 6. Comparison of spatial overlap of inactive and repressed domains
with adjacent active domains. (A) Overlap fraction. (B) The inter-domain
mean contact probability measured from Hi-C, hpiHi-C, versus overlap factor
(corr. =0.99). (Inset) hpiHi-C is plotted against the same quantity measured
from chromosome models hpiHLM (corr.=0.98).

Intermixing between two different epigenetic domains

inferred from Hi-C

Next, to study the intermixing between two different
epigenetic domains spatially juxtaposed, we used sub-kb
resolution Hi-C data (9) and modeled 3D structures for the
genomic regions that encompass several epigenetic domains
(see Figures S6, S7, S8, S9, S10 and Table S1). The
overlap fraction of I- and R-domains with respect to their
adjacent A-domains, the definition of which was taken from
Ref. (13) (see MATERIALS AND METHODS for the details),
are summarized in Figure 6A. Both I- and R-domains
show significant amount of intermixing with neighboring
A-domains (A-17, A-03, and A-04), displaying comparable
levels of interdomain overlap with A-domain, i.e., �RA⇡�IA
(Figure 6A). The HLM-generated chromatin conformations
(Figures S6D and S7D) show this more explicitly. It is again
at odds with Boettiger et al.’s super-resolution imaging results
(Figure 3 in Ref. (13)), which pointed out that Polycomb-
repressed domains have little intermixing with A-domains.

The correlation between Hi-C and HLM-derived contact
maps is sufficiently good. But, to further ensure that our 3D
model correctly captures the features of Hi-C inter-domain
contacts, we calculated the average inter-domain contact
probabilities between two different domain types (I and A,
R and A) based on Hi-C (hpiHi-C) and 3D models (hpiHLM).
They are highly correlated (the inset of Figure 6B. See also
Figures S6A, S7A and S8A). In addition, there is a strong
correlation between hpiHi-C and the inter-domain overlap
factor calculated using 3D structures (40) (see Figure 6B and
its definition in MATERIALS AND METHODS).

DISCUSSION
As long as Hi-C and super-resolution imaging data are
complementary to each other, analysis based on integration
of two distinct experiments would offer promising results
(41, 42, 43, 44, 45, 46); however, contradictory data would
give rise to discordant outcome. Here we underlie the
incompatibility between the Hi-C and Boettiger et al.’s
FISH measurement (13) by combining the data from two
measurements and using them as input data for HLM.
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Figure S9. A 0.6 Mb region at chrX:15,950,000–16,550,000 modeled by HLM. See the caption of Figure S7.

Figure S10. (A) Heatmaps of contact probabilities from HiC (upper diagonal part) and HLM (lower diagonal part) in four genomic regions,
which include a few small-sized epigenetic domains. See Table S1 and S2 for their detailed genomic positions. Pc enrichment profile of the
region including A-02 and R-07 domains is shown on the right of the contact map. (B) Density of each domain based on reconstructed
structures.
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Figure S9. A 0.6 Mb region at chrX:15,950,000–16,550,000 modeled by HLM. See the caption of Figure S7.

Figure S10. (A) Heatmaps of contact probabilities from HiC (upper diagonal part) and HLM (lower diagonal part) in four genomic regions,
which include a few small-sized epigenetic domains. See Table S1 and S2 for their detailed genomic positions. Pc enrichment profile of the
region including A-02 and R-07 domains is shown on the right of the contact map. (B) Density of each domain based on reconstructed
structures.
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S1 Text 355

Energy function 356

In the coarse-grained MiChroM [1] each monomer represents 50 kb DNA that 357

corresponds to the diameter a = 150 nm [2] for a single locus. For Chr10 whose length 358

contour length is 136 Mb, the number of monomers is N = 2712. We used kBT (kB is 359

the Boltzmann constant and T is the temperature) as the unit of energy. 360

Based on the distinct patterns of inter -chromosomal contacts and epigenetic 361

modifications, MiChroM assigns one of the six subcompartment types 362

t 2 {B3, B2, B1, NA, A2, A1} to each chain monomer [3]. It is found that pairs of loci, 363

potential binding sites for CTCF [4] or lamin A [5], are in contact with higher 364

probability than their background. 365

The potential in MiChroM has the form [1], 366

UMiChroM = UHP +
X

i,j

↵ti,tjf(rij) + �
X

(i,j)2loops

f(rij) 367

+
smaxX

s=3

�(s)
X

i

f(ri,i+s) +
NX

i=1

Uw(ri,w). (S1) 368

369

The above equation describes the energy of a homopolymer UHP, monomer type 370

(ti, tj)-dependent interactions, attractions between loop sites, genomic distance (s) 371

dependent condensation energies, and repulsion due to the spherical wall. 372

The homopolymer term UHP describes the energy of a self-avoiding chain, which we 373

confined to a sphere with a volume fraction of � = 0.1, as 374

UHP =
N�1X

i=1

UFENE(ri,i+1) +
N�2X

i=1

Uangle(✓i) 375

+
N�1X

i=1

Uhc(ri,i+1) +
N�2X

i=1

NX

j=i+2

Usc(ri,j). (S2) 376

377
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Table 1. Parameters of the energy potential for the heteropolymer model, MiChroM.

R0 1.5 a ✏ 1 kBT � �1.61299 kBT
kb 30 kBT/a2 µ 3.22 �1 �0.03
ka 2 kBT rc 1.78 a �2 �0.351

�3 �3.727
smax 500

Table 2. The monomer type dependent parameter ↵ of MiChroM (in the unit of kBT ).

B3 B2 B1 NA A1 A2
B3 �0.341230 �0.329350 �0.336630 �0.349490 �0.266760 �0.301320
B2 �0.330443 �0.321726 �0.282536 �0.258880 �0.281154
B1 �0.342020 �0.209919 �0.262513 �0.286952
NA �0.255994 �0.225646 �0.245080
A1 �0.268028 �0.274604
A2 �0.299261

Conformational sampling 411

To facilitate conformational sampling of the chromatin chain at equilibrium [6], 412

underdamped Langevin equation of motion 413

m
d2~ri
dt2

= �⇣MD

d~ri
dt

� ~r~riU(~r1,~r2, . . .) + ~⇠(t) (S9) 414

415

was integrated with a time step �t = 0.01⌧MD and friction coefficient ⇣MD = 0.1m/⌧MD, 416

which gives rise to the characteristic time scale of ⌧MD = (ma2/✏)1/2. The initial 417

compact globular structures were obtained from an extended heteropolymer chain in the 418

presence of heterogeneous non-bonded interaction terms for the simulation time of 419

2⇥ 104⌧MD. The truncated form of the excluded volume interaction potential was used 420

to facilitate the conformational sampling. Then equilibration runs were performed for 421

105⌧MD for Chr10 in spherical confinement. Snapshots were collected every 102⌧MD, 422

from five independent replicas, for the analysis of static properties. It is worth noting 423

that compared with the previous study [1] in which collapse for hompolymer was first 424

induced, followed by switching on the heterogeneous non-bonded interaction terms, our 425

procedure of obtaining the conformational ensemble by directly collapsing the 426

heteropolymer chain is more efficient computationally; We found that the majority of 427

resulting chromosome conformations are free from entanglement (see S1D Fig). 428

Simulation of chromosome dynamics 429

To study the dynamics (such as configurational relaxation) of the polymer chain, we 430

carried out the simulation of chromatins under over damped condition. Because of the 431

compact folding, hydrodynamic interactions on DNA loci will be mostly screened [7] 432

with a marginal residual effect on the diffusivity of loci, which is supported by a recent 433

Stokesian dynamics simulation of DNA in a packed E. Coli nucleoid [8]. Thus, in order 434

to probe the dynamic behavior of chromosomes, we performed free draining Brownian 435

dynamics (BD) simulations [9, 10] by integrating the equation of motion, 436

d~ri
dt

= � Di0

kBT
r~riU(~r1, ...,~rN ) + ~Ri(t), (S10) 437

where Di0 is the bare diffusion coefficient of the i-th particle, and ~Ri(t) is the Gaussian 438

random noise satisfying the fluctuation-dissipation theorem 439
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epigenetic info.

chr10 of B-lymphoblastoid

basic features of the chromatin dynamics reported in the recent experiments [44, 45] can be
explained quantitatively by the crumpled, hierarchical, territorial, summarized as space-filling
organization of chromatin chain. Finally, by incorporating active noises onto active loci, we
investigate the contribution of activity to the dynamic properties of the interphase chromatin.

Results

Heteropolymer model for chromosome

We use MiChroM [22], a 3D coarse-grained heteropolymer model, to study chromosome
dynamics at genomic scales greater than 50 Kb. In the model one of the 6 subcompartment
types (B3, B2, B1, NA, A1, and A2) (see the color barcode above Fig 1A), determined based on
the correlation between the distinct patterns of interchromosomal contacts and epigenetic
information [9], is assigned to each monomer representing 50 Kb of DNA segment. In the Hi-
C map, potential binding sites for CTCF [20] display higher contact frequencies than their
local background. The interactions for chromosome are implemented in the model in terms of
the energy potentials of (i) a homopolymer, (ii) monomer type dependent interactions, (iii)
attractions between loop sites, and (iv) genomic distance-dependent condensation energies
(See SI for details). We note that due to intra-chromosomal interactions, the effect of the con-
fining sphere used in this model, which gives rise to a volume fraction of 10% (ϕ = 0.1), is not
significant enough to alter the chromosome structure and dynamics [28].

To generate a conformational ensemble of chromosomes, we used the low friction Langevin
simulation [46] (see S1 Text) and sampled the folded conformations of chromosome by col-
lapsing an ensemble of extended chromatin chains. The conformational ensemble of Chr10,
resulting from the enhanced sampling of chromosome conformation, produces a checker-
board pattern which resembles that of the Hi-C contact map [9] (Fig 1A), and it displays the

Fig 1. Conformational ensemble of chromosome 10 of human B-lymphoblastoid cells generated from simulations. (A) The contact
frequency map from the ensemble of structures generated using MiChroM (upper right corner) generates the overall checkerboard pattern
of Hi-C map (lower left corner). The 6 subcompartment types assigned to chromosome loci are depicted on the top. (B) The dendrogram
represents the outcome of hierarchical clustering of the ensemble of structures obtained from conformational sampling. Each terminal
branch at DRMS = 3.3 a represents the ensemble of structures that can be clustered with the condition of DRMS< 3.3 a. The distance
(DRMS) between the two distinct structures k and l is given byDk;l (Eq 1), and the distance between two clusters K and L is defined as the
maximum distance between two conformations, each belonging to the two clusters, i.e., maxk2K;l2LfDk;lg. Among the clusters whose inter-
cluster distance is smaller thanDc à 4:5a, the centroid structures (kc 2 K), which minimize

P
kc ;k2K
Dkc ;k, are depicted in rainbow coloring

scheme. As suggested by the contact map of each chromosome structure shown at the bottom, the centroid structure of each cluster is
distinct from each other. We have selected these five structures as the initial conformations for generating trajectories for dynamic
simulations of chromosomes.

https://doi.org/10.1371/journal.pcbi.1006617.g001

Spatiotemporal dynamics of chromatin loci
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Figure 7: Structural properties of Chromosome 10 from MD simulations. (a) Heatmap of
the contact probability matrix of chromosome 10 from modeling (the upper diagonal region)
and from Hi-C8 (the lower diagonal region). For the simulated map, contact probability
between monomers {i, j} was calculated as ci,j = hf(ri,j)i (see Eq.11). The experimental
map was obtained by KR normalization40 of the raw contact counts matrix. (b) Contact
probability as a function of genomic distance p(s) =

PN�s
i=1 ci,i+s/(N � s). (c) Probability

distribution of Alexander polynomial41,42 calculated for the ensemble of chromosome struc-
tures. (d) Normalized radial density distribution32 of chromatin monomers with different
subcompartment types, and (e) with low or high gene expression activity indicated by dif-
ferent RNA-Sequencing signal levels.43 Rs is the radius of the confining sphere, and ⇢0 is the
average density of monomers that depends on the type of subcompartment.
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Figure 7: Structural properties of Chromosome 10 from MD simulations. (a) Heatmap of
the contact probability matrix of chromosome 10 from modeling (the upper diagonal region)
and from Hi-C8 (the lower diagonal region). For the simulated map, contact probability
between monomers {i, j} was calculated as ci,j = hf(ri,j)i (see Eq.11). The experimental
map was obtained by KR normalization40 of the raw contact counts matrix. (b) Contact
probability as a function of genomic distance p(s) =

PN�s
i=1 ci,i+s/(N � s). (c) Probability

distribution of Alexander polynomial41,42 calculated for the ensemble of chromosome struc-
tures. (d) Normalized radial density distribution32 of chromatin monomers with different
subcompartment types, and (e) with low or high gene expression activity indicated by dif-
ferent RNA-Sequencing signal levels.43 Rs is the radius of the confining sphere, and ⇢0 is the
average density of monomers that depends on the type of subcompartment.
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basic features of the chromatin dynamics reported in the recent experiments [44, 45] can be
explained quantitatively by the crumpled, hierarchical, territorial, summarized as space-filling
organization of chromatin chain. Finally, by incorporating active noises onto active loci, we
investigate the contribution of activity to the dynamic properties of the interphase chromatin.

Results

Heteropolymer model for chromosome

We use MiChroM [22], a 3D coarse-grained heteropolymer model, to study chromosome
dynamics at genomic scales greater than 50 Kb. In the model one of the 6 subcompartment
types (B3, B2, B1, NA, A1, and A2) (see the color barcode above Fig 1A), determined based on
the correlation between the distinct patterns of interchromosomal contacts and epigenetic
information [9], is assigned to each monomer representing 50 Kb of DNA segment. In the Hi-
C map, potential binding sites for CTCF [20] display higher contact frequencies than their
local background. The interactions for chromosome are implemented in the model in terms of
the energy potentials of (i) a homopolymer, (ii) monomer type dependent interactions, (iii)
attractions between loop sites, and (iv) genomic distance-dependent condensation energies
(See SI for details). We note that due to intra-chromosomal interactions, the effect of the con-
fining sphere used in this model, which gives rise to a volume fraction of 10% (ϕ = 0.1), is not
significant enough to alter the chromosome structure and dynamics [28].

To generate a conformational ensemble of chromosomes, we used the low friction Langevin
simulation [46] (see S1 Text) and sampled the folded conformations of chromosome by col-
lapsing an ensemble of extended chromatin chains. The conformational ensemble of Chr10,
resulting from the enhanced sampling of chromosome conformation, produces a checker-
board pattern which resembles that of the Hi-C contact map [9] (Fig 1A), and it displays the

Fig 1. Conformational ensemble of chromosome 10 of human B-lymphoblastoid cells generated from simulations. (A) The contact
frequency map from the ensemble of structures generated using MiChroM (upper right corner) generates the overall checkerboard pattern
of Hi-C map (lower left corner). The 6 subcompartment types assigned to chromosome loci are depicted on the top. (B) The dendrogram
represents the outcome of hierarchical clustering of the ensemble of structures obtained from conformational sampling. Each terminal
branch at DRMS = 3.3 a represents the ensemble of structures that can be clustered with the condition of DRMS< 3.3 a. The distance
(DRMS) between the two distinct structures k and l is given byDk;l (Eq 1), and the distance between two clusters K and L is defined as the
maximum distance between two conformations, each belonging to the two clusters, i.e., maxk2K;l2LfDk;lg. Among the clusters whose inter-
cluster distance is smaller thanDc à 4:5a, the centroid structures (kc 2 K), which minimize

P
kc ;k2K
Dkc ;k, are depicted in rainbow coloring

scheme. As suggested by the contact map of each chromosome structure shown at the bottom, the centroid structure of each cluster is
distinct from each other. We have selected these five structures as the initial conformations for generating trajectories for dynamic
simulations of chromosomes.

https://doi.org/10.1371/journal.pcbi.1006617.g001

Spatiotemporal dynamics of chromatin loci
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basic features of the chromatin dynamics reported in the recent experiments [44, 45] can be
explained quantitatively by the crumpled, hierarchical, territorial, summarized as space-filling
organization of chromatin chain. Finally, by incorporating active noises onto active loci, we
investigate the contribution of activity to the dynamic properties of the interphase chromatin.

Results

Heteropolymer model for chromosome

We use MiChroM [22], a 3D coarse-grained heteropolymer model, to study chromosome
dynamics at genomic scales greater than 50 Kb. In the model one of the 6 subcompartment
types (B3, B2, B1, NA, A1, and A2) (see the color barcode above Fig 1A), determined based on
the correlation between the distinct patterns of interchromosomal contacts and epigenetic
information [9], is assigned to each monomer representing 50 Kb of DNA segment. In the Hi-
C map, potential binding sites for CTCF [20] display higher contact frequencies than their
local background. The interactions for chromosome are implemented in the model in terms of
the energy potentials of (i) a homopolymer, (ii) monomer type dependent interactions, (iii)
attractions between loop sites, and (iv) genomic distance-dependent condensation energies
(See SI for details). We note that due to intra-chromosomal interactions, the effect of the con-
fining sphere used in this model, which gives rise to a volume fraction of 10% (ϕ = 0.1), is not
significant enough to alter the chromosome structure and dynamics [28].

To generate a conformational ensemble of chromosomes, we used the low friction Langevin
simulation [46] (see S1 Text) and sampled the folded conformations of chromosome by col-
lapsing an ensemble of extended chromatin chains. The conformational ensemble of Chr10,
resulting from the enhanced sampling of chromosome conformation, produces a checker-
board pattern which resembles that of the Hi-C contact map [9] (Fig 1A), and it displays the

Fig 1. Conformational ensemble of chromosome 10 of human B-lymphoblastoid cells generated from simulations. (A) The contact
frequency map from the ensemble of structures generated using MiChroM (upper right corner) generates the overall checkerboard pattern
of Hi-C map (lower left corner). The 6 subcompartment types assigned to chromosome loci are depicted on the top. (B) The dendrogram
represents the outcome of hierarchical clustering of the ensemble of structures obtained from conformational sampling. Each terminal
branch at DRMS = 3.3 a represents the ensemble of structures that can be clustered with the condition of DRMS< 3.3 a. The distance
(DRMS) between the two distinct structures k and l is given byDk;l (Eq 1), and the distance between two clusters K and L is defined as the
maximum distance between two conformations, each belonging to the two clusters, i.e., maxk2K;l2LfDk;lg. Among the clusters whose inter-
cluster distance is smaller thanDc à 4:5a, the centroid structures (kc 2 K), which minimize

P
kc ;k2K
Dkc ;k, are depicted in rainbow coloring

scheme. As suggested by the contact map of each chromosome structure shown at the bottom, the centroid structure of each cluster is
distinct from each other. We have selected these five structures as the initial conformations for generating trajectories for dynamic
simulations of chromosomes.

https://doi.org/10.1371/journal.pcbi.1006617.g001
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chr10 of B-lymphoblastoid ⌫ = 1/3
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designed using those models maintains crumpled architectures displaying SF statistics with
ν = 1/3. On one hand, despite seemingly a daunting problem at first sight, many aspects of
chromosome dynamics can be quantitatively explained and predicted using purely physical
argument based on the basic concepts of polymer physics. This means that if care is taken,
even the dynamics of a highly complex biological object like chromosome can be deciphered
using the physical law as far as the global dynamics averaged over the large ensemble is con-
cerned. On the other hand, experimental measurement should either be made at a higher reso-
lution in space and time or be specific to genomic loci in individual cells, if one were to extract
dynamical information relevant for specific biological function of chromosomes beyond the
fractal dimension of chain organization.

Methods

To build the model of chromosome 10 of human lymphoblastoid cell and study its dynamical
behaviors, we used the energy potentials and parameters of MiChroM, a type of block-copoly-
mer (heteropolymer) model. The coarse graining of chromatin leads to N = 2712 loci with the
diameter of each locus being a⇡ 150 nm, so that a single locus represents 50 Kb of DNA. The
inverse mapping of the Hi-C map to the ensemble of chromosome structures was carried out
by sampling the conformational space using low-friction Langevin simulations [46]. The gen-
erated structures exhibit the characteristic scaling of the contact probability, P(s)⇠ s−1, and
show the spatial distribution of A/B compartment as well as the plaid pattern noted in Hi-C
experiments. Whereas the original study of MiChroM allowed the chain-crossing with an
energetic penalty for the purpose of sampling the conformations whose population reproduces
the Hi-C map, we imposed a strict chain non-crossing constraint on the chromosome struc-
tures and performed Brownian dynamics simulations to study the dynamics of chromatin
when the conformational sampling was completed.

The mapping from simulation times to the physical times deserves a few remarks. The
apparent viscosity of nuclear environment varies among different experimental reports within
an order of magnitude: đ = 1–3 cP [72], 3 cP [73], 7 cP [74], and 10 cP was assumed in model-
ing chromosome dynamics [32]. In the model employed in this study, each monomer repre-
sents 50 Kb genomic region, which is mapped to the diameter of a = 150 nm. Assuming that
the nuclear viscosity đ = 7 cP, the Brownian time of single particle τBD = 3πđa3/kBT⇡ 50 ms.
Therefore, the longest simulation time in this study τmax = 4 × 104 τBD corresponds to 0.5 hour.
At 0.5 second, MSD measured in the nucleus of HeLa cells is in the range of 0.01–0.015 μm2 in
the experiment (see Fig 2E in Ref. [45]); correspondingly, at t = 10 × τBD⇡ 0.5 second, we get
MSD⇡ 0.96 a2⇡ 0.022 μm2 in our simulation (see Fig 2A). Clearly, they are within the same
order of magnitude. Thus, the estimate of physical time from our simulation results is sufficient
for the present purpose of our study, given that the model itself is significantly coarse-grained.
In comparison to the time scale estimates for chromosome dynamics in other studies [25, 29],
the Brownian time τBD, albeit a large uncertainty, is roughly mapped to 50 ms in physical time
(τBD⇡ 50 ms, which is the value estimated from đ⇡ 7 cP and monomer size a = 150 nm.).

Further details of the energy function and simulation algorithm are provided in the Sup-
porting Information (S1 Text).

Supporting information

S1 Text. We provide details for (i) simulation methods, (ii) dynamics of an ideal Rouse
chain, and (iii) discuss possible cause of the deviation of diffusion exponent from Č = 0.4
in Ref. [10].
(PDF)
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sents 50 Kb genomic region, which is mapped to the diameter of a = 150 nm. Assuming that
the nuclear viscosity đ = 7 cP, the Brownian time of single particle τBD = 3πđa3/kBT⇡ 50 ms.
Therefore, the longest simulation time in this study τmax = 4 × 104 τBD corresponds to 0.5 hour.
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the experiment (see Fig 2E in Ref. [45]); correspondingly, at t = 10 × τBD⇡ 0.5 second, we get
MSD⇡ 0.96 a2⇡ 0.022 μm2 in our simulation (see Fig 2A). Clearly, they are within the same
order of magnitude. Thus, the estimate of physical time from our simulation results is sufficient
for the present purpose of our study, given that the model itself is significantly coarse-grained.
In comparison to the time scale estimates for chromosome dynamics in other studies [25, 29],
the Brownian time τBD, albeit a large uncertainty, is roughly mapped to 50 ms in physical time
(τBD⇡ 50 ms, which is the value estimated from đ⇡ 7 cP and monomer size a = 150 nm.).

Further details of the energy function and simulation algorithm are provided in the Sup-
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at least 2–3 orders of time interval, is observed (Fig 2A). This exponent is in line with the
reported values of β = 0.38⇠ 0.44 [45] and β = 0.4⇠ 0.7 [13] from live human cells.

As discussed in other studies [45, 53], the exponent β = 0.4 of loci-averaged MSD at
t> 103τBD can be rationalized using the following argument. The spatial distance (R) between
two loci separated by the curvilinear distance, s, satisfies R(s)⇠ sν, where ν, the scaling expo-
nent [42, 54], is ν = 1/2 for the ideal chain obeying the random walk statistics, and ν = 1/3 for
the space-filling (SF) chain for crumpled globules. Notice that the MSD of a locus in a chain
segment of arc length s scales with time t as MSD⇠ tβ⇠ D(s) × t⇠ Do × t/s, where the scaling
relationship of the diffusion constant of freely draining chain D(s)⇠ Do/s is used. Meanwhile,
the space taken up by the chain segment of arc length s is described by the relation of MSD⇠
R2(s)⇠ s2ν. These two relations of MSD allow us to relate s with t as s⇠ tβ/2ν, and it follows
that MSD⇠ tβ⇠ t1−β/2ν, which leads to β = 2ν/(2ν + 1) [45, 53]. Thus we obtain

MSDÖtÜ ⇠ t 2n
2ná1: Ö2Ü

The SF organization of chromosome at intermediate scales (1⌧ s< N2/3) implies ν = 1/3, and
hence β = 0.4. A similar argument was used to explain the growth of MSD(t) in an entirely dif-
ferent model [39]. Other theories [45, 55] and a modeling study [26], which consider interac-
tions to maintain the compactness of the chain structure, lead to the same conclusion.

Meanwhile, a high-throughput measurement of chromatin motion tracking has shown
MSD⇠ t0.5 for yeast chromosomes [11]. Evidently, MSD⇠ t1/2 for ν = 1/2 from Eq 2, and it is
well known that yeast chromosomes obey the random walk statistics (R(s)⇠ s1/2 and P(s)⇠
s−3/2), indicative of ν = 1/2. Therefore, the diffusion exponent of chromosome loci reflects the
effect of chain organization of chromatin in chromosome structure [45, 53, 55].

The loci-averaged MSD(t) is used as a handy probe for chromatin dynamics in experiments
[45, 53, 55]. However, when a polymer is extraordinarily long just like in the problem of chro-

matin chain, MSDiÖtÜ of the i-th locus of even a homopolymer depends critically on the posi-

tion of the locus and its motion exhibit its characteristic scaling behavior at different time

Fig 2. Subdiffusive behavior of chromatin loci. (A) Loci- and time-averaged MSD generated from a single time
trajectory in a log-log plot (Inset displays the time-averaged MSD for individual loci, color-coded by a normalized
monomer index i/N.). (B) Time-averaged MSD of the midpoint monomer MSDN=2, and the center of mass of the

whole chain MSDcom in a log-log plot. The horizontal dashed line labels the mean square end-to-end distance hR2
eei

(= 62.7 ± 0.9 a2) of the chromatin chain. Conversion to the physical time can be made using τBD⇡ 50 ms.

https://doi.org/10.1371/journal.pcbi.1006617.g002
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As we analytically derived the subdiffusive MSD (Eq 13), the experimental result clearly
shows subdiffusion of single-nucleosomes: using Eq 1, the plots fit well with the MSD curves
0.018 t0.44 μm2 and 0.013 t0.39 μm2 for the interior and the periphery, respectively.

MSD is lower at the nuclear periphery than the interior, indicating that
heterochromatin-rich CDs are more compact

Comparing Eqs 1 and 13, β and Dapp are calculated as

b à a � 2

2á df
; Ö14Ü

Fig 2. Single-nucleosome imaging and analysis. (A) Single-nucleosome image of a human HeLa cell nucleus expressing H2B-PA-mCherry. Each dot
represents single nucleosome. (B) Evidence that each dot represents single-nucleosome molecule. Each H2B-PA-mCherry dot shows single-step
photobleaching. The vertical axis represents the fluorescence intensity of each H2B-PA-mCherry dot. The horizontal axis is the tracking time series (each
photobleaching point is set as time 0; the average and the standard deviation at each time point were calculated for 50 dots.). Due to the clear single-step
photobleaching profile of the H2B-PA-mCherry dots, each dot shows a single H2B-PA-mCherry molecule in a single nucleosome. (C) A scheme for nuclear
interior (Top) and periphery (Bottom) imaging. Focal plane (red) in the living cells is shown. See also S1 Fig. (D) Representative trajectories of fluorescently
labeled single nucleosome (50 ms per frame). (E) Plots of the MSD at the interior and periphery regions. These fit well with the MSD curves using Eq 1.

doi:10.1371/journal.pcbi.1005136.g002
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Fig. 4. Loci displacement correlation. (A) Spatial correlation of loci dis-
placements C�t

s (r) with varying lag time (�t). (B) Correlation length
lc

!
=

s Œ

0
[C�t

s (r)/C�t
s (a)]dr

"
as a function of �t. Visualized on 3D chro-

mosome structure are the displacement correlations of chromatin loci probed at short
and large time gap (�t = ·BD and 103 ·BD) projected on xy-plane. (C) The displace-
ment vector of loci in the equator plane are color-coded by direction. In each panel,
the displacement vectors �r̨(t = 0; �t) are calculated for the lag time �t = 1,
100, 1000 ·BD. Direction-dependent color scheme is shown on the right.

neighboring monomer along the chain. As clearly depicted in
Fig.3b, di�erence between C�t

V,(m,m)(t/�) with — = 0.4 for our
chromatin model and with — = 0.5 for Rouse chain is very
subtle and not easy to discern.

In theory, the behavior of our chromatin model can easily
be discerned from that of Rouse chain by calculating the
Fourier modes, X̨k(t) = N≠1 qN

n=1 cos (knfi/N)r̨n(t). While
ÈX2

kÍ ≥ k≠2 is anticipated for the free Rouse chain (50), we
find ÈX2

kÍ ≥ k≠1.7 for large k values (N/k . 100. See Fig. 3D).
In fact, the Fourier modes for chromatin are expected to scale
ÈX2

kÍ ≥ k≠(1+2‹) (43). Thus, the exponent of 1.7 is explained
again by space-filling statistics ‹ = 1/3.

Cross-correlations of mean velocity between the midpoint
(i = N/2) and other loci (j ”= N/2) show how the time corre-
lation of our chromatin model changes as time goes (Fig.3C).
In contrast to the viscoelastic Rouse polymer model (15),
the mean velocity cross-correlation reveals nonuniform and
nondiminishing correlation pattern, which suggests that the
chromosome structure is maintained through heterogeneous
loci interactions defying the full equilibration.

Correlation in space. Next, we studied the spatial correla-
tion over the chromosome structure. Recently, displacement
correlation spectroscopy using fluorescence, employed to study
the dynamics of a single nucleus, has revealed that a coherent
motion of the µm-sized chromosome territories could persist
for microns to tens of seconds (13). The spatial correlation
between chromatin loci from our simulation can be evaluated
using

C�t
s (r) =

=q
i>j

[�r̨i(t; �t) · �r̨j(t; �t)]”(ri,j ≠ r)
q

i>j
”(ri,j ≠ r)

>

t

. [5]

C�t
s (r) quantifies the displacement correlations between loci

separated by the distance r over the time interval �t. C�t
s (r)

decays more slowly with increasing �t. The correlation length
calculated using lc =

s Œ
0 [C�t

s (r)/C�t
s (a)]dr, shows how lc

increases with �t (Fig.4B). To paint a vivid image of displace-
ment correlation over the structure, we project displacements
of the monomers near the equator of the confining sphere
(≠a Æ z Æ a) onto the xy plane and visualize the dynamically
correlated loci moving parallel to each other with a similar
color (see Fig. 4C). For short lag time (�t < 100 ·BD), the
spatial correlation of loci dynamics is short-ranged and the
displacement vectors appears to be random. But, for longer
lag time (�t > 500 ·BD), the correlation becomes more long-
ranged and the coherent motion of loci, which also forms
a substantial size of dynamical domain (≥ 5a ¥ 0.75 µm),
emerges.
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Fig. 5. Lifetimes of chain configurations. (A) Time evolution of DRMS relative to the
initial configuration. (B) Normalized intermediate scattering function Fk(t)/Fk(0),
with different values of wave number k, calculated from BD simulation trajectories
of chromosome. (C) The chain relaxation time (· ) for different wave number k is
estimated by evaluating ·k =

s Œ

0
[Fk(t)/Fk(0)]dt.

Scale-dependent chromatin relaxation time. The dynamical
stability of chromosome structure at varying scales was ex-
plored. Evolution of DRMS of simulated conformations
with respect to an initial conformation, defined by D(t) =
2

q
i>j

(ri,j(t) ≠ r0
i,j)2/N(N ≠ 1) where r0

i,j is the pairwise
distance in the initial conformation, was calculated (Fig. 5A).
Within our simulation time (·max = 4 ◊ 104 ·BD), the largest
value Dmax(= 4.0 ± 0.3 a2) reached in terms of DRMS is still
smaller than Dc = 4.5 a2, the value we have chosen to define
di�erent conformational clusters in Fig.1B. An extrapolation
of D(t) to D(·c) = Dc gives an estimate of ·c ¥ 105 ·BD ¥ 1.4
hours, which is a long time scale considering that most cells
of adult mammals spend about 20 hours in the interphase.

The relaxation dynamics of chromatin domain on di�erent
length scales is gleaned from the time evolution of intermediate
scattering function Fk(t) (51, 52) calculated at di�erent length
scale (≥ 2fi/k) (Fig. 5B).

Fk(t) =
ee 1

N

ÿ

m

eik̨·r̨m(t+t0)
ÿ

n

e≠ik̨·r̨n(t0)
f

|k̨|

f

t0
, [6]

where ÈÈ. . .Í|k̨|Ít0 denotes an average over t0 and over the
direction of vectors k̨ of magnitude k(= |̨k|). Fk(t) in Fig. 5B
shows that the chromatin chains are locally fluidic (2fi/k . a),
which is reminiscent of the recent analysis on the structural
deformation of TADs (9), but their spatial organizations on
intermediate to global scales (2fi/k ∫ a) are characterized
with slow relaxation dynamics.

Relaxation time (·) of subdomain, whose size is › = 2fi/k,
can be estimated by evaluating ·k =

s Œ
0 [Fk(t)/Fk(0)]dt, and

this relaxation time can be related to the number of segments
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Fig. 4. (a) Spatial correlation function of loci displacements C�t
s (r) with varying lag

time (�t). (b) Correlation length lc

!
=

s Œ

0
[C�t

s (r)/C�t
s (a)]dr

"
as a function

of �t. Visualized on 3D chromosome structure are the displacement correlations of
chromatin loci probed at short and large time gap (�t = ·BD and 103 ·BD) projected
on xy-plane. (c) The displacement vector of loci in the equator plane are color coded
by direction to reveal the directional correlation. In each panel, the displacement
vectors �r̨(t = 0; �t) are calculated for the lag time �t = 1, 100, 1000 ·BD.
Direction-dependent color scheme is shown on the right.

the time correlation function, C�t
V,m(t), is caused by the e�ects

of viscoelasticity of e�ective media that exert restoring forces
at short times and damping forces at long times on chromatin
locus (52). It is clear from the setting of our model that such
viscoelastic response could arise from the dense environment.
However, even the ideal Rouse chain in free space (— = 0.5)
displays a similar behavior, showing negative correlation peak
at t = �t, when analyzed with the time correlation function,
C�t

V,m(t). In fact, for Rouse chain in free space, the negative
correlation peak, which arises from restoring forces acting on
the monomer, is solely due to the chain connectivity with the
neighboring monomer along the chain. As clearly depicted
in Fig.3b, di�erence between C�t

V,m(t) with — = 0.4 for our
chromatin model and with — = 0.5 for Rouse chain is not easy
to discern (see Discussion).

Cross-correlations of mean velocity between the midpoint
(i = N/2) and other loci (j ”= N/2) show how the time correla-
tion of our chromatin model changes as time goes. In contrast
to the viscoelastic Rouse polymer model, the velocity-velocity
cross-correlation reveals nonuniform and nondiminishing cor-
relation pattern over the di�erent loci, which suggests that the
chromosome structure is maintained through heterogeneous
loci interactions defying the equilibration beyond a certain
length scale.

Correlation in space. Next, the spatial correlation of
distict loci is of interest. Recently, fluorescence correlation
spectroscopy, employed to study the dynamics of a single
nucleus, has revealed that a coherent motion of the µm-sized
chromosome territories could persist over microns to tens of
seconds (12). The spatial correlation between chromatin loci
from our simulation can be evaluated using

C�t
s (r) =

=q
i>j

[�r̨i(t; �t) · �r̨j(t; �t)]”(ri,j ≠ r)
q

i>j
”(ri,j ≠ r)

>

t

. [5]

C�t
s (r) quantifies the displacement-displacement correlations

between loci separated by the distance r over a time interval
�t. For �t > 10 ·BD, a long range spatial correlation develops
(Fig. 4a), and increases with �t. To paint a vivid image
of dynamic correlation propagating over the structure, we
project displacements of the monomers near the equator of the
confining sphere (≠a Æ z Æ a) onto the xy plane and visualize
the dynamically correlated loci moving parallel to each other
with a similar color (see Fig. 4). For short lag time (�t < 100
·BD), the spatial correlation of loci dynamics is short-ranged
and the displacement vectors appears to be random. But, for
longer lag time (�t > 500 ·BD), the correlation becomes more
long-ranged and the coherent motion of loci, which also forms
a substantial size of dynamical domain (≥ 5a ¥ 0.75 µm),
emerges.

Scale-dependent chromatin relaxation time. The dynamical
stability of chromosome structure at varying scales was ex-
plored. Evolution of DRMS of simulated conformations
with respect to an initial conformation, defined by D(t) =
2

q
i>j

(ri,j(t) ≠ r0
i,j)2/N(N ≠ 1) where r0

i,j is the pairwise
distance in the initial conformation, was calculated (Fig. 5a).
Within our simulation time (Æ 4 ◊ 104 ·BD), DRMS increases
with time but slows down over decades, and its largest value,
4.0 ± 0.3 a, is still smaller than Dc = 4.5 a, the value we have
chosen to define di�erent conformational clusters in Fig.1b.
An extrapolation of D(t) to D(·) = Dc gives an estimate of
·c ¥ 105 ·BD ¥ 1.4 hours, which is a long time scale given
that most cells of adult mammals spend about 20 hours in the
interphase.

The kinetic stability of chromosome subdomain on di�erent
length scales is gleaned from the time evolution of intermediate
scattering function Fk(t) (53, 54) calculated at di�erent length
scale (≥ 2fi/k) (Fig. 5b).

Fk(t) =
ee 1

N2

ÿ

m

eik̨·r̨m(t+t0)
ÿ

n

e≠ik̨·r̨n(t0)
f

|k̨|

f

t0
. [6]

where ÈÈ. . .Í|k̨|Ít0 denotes an average over t0 and over the di-
rection of vectors k̨ of magnitude k(= |̨k|). It shows that the
chromatin chains are locally fluidic (2fi/k . a), which is remi-
nescent of the recent analysis on the structural deformation
of TADs (55), but their spatial organizations on intermedi-
ate to global scales (2fi/k ∫ a) are characterized with slow
relaxation dynamics.
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Fig. 5. Lifetimes of chain configurations at varying length scales. (A) Time evolution
of DRMS relative to the initial configuration. (B) Normalized intermediate scattering
function Fk(t)/Fk(0), with different values of wave number k, caculated from BD
simulation trajectories of chromosome. (C) The chain relaxation time (· ) for different
wave number k is estimated using ·k =

s Œ

0
Fk(t)/Fk(0)dt.
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Fig. 4. Loci displacement correlation. (A) Spatial correlation of loci dis-
placements C�t

s (r) with varying lag time (�t). (B) Correlation length
lc

!
=

s Œ

0
[C�t

s (r)/C�t
s (a)]dr

"
as a function of �t. Visualized on 3D chro-

mosome structure are the displacement correlations of chromatin loci probed at short
and large time gap (�t = ·BD and 103 ·BD) projected on xy-plane. (C) The displace-
ment vector of loci in the equator plane are color-coded by direction. In each panel,
the displacement vectors �r̨(t = 0; �t) are calculated for the lag time �t = 1,
100, 1000 ·BD. Direction-dependent color scheme is shown on the right.

neighboring monomer along the chain. As clearly depicted in
Fig.3b, di�erence between C�t

V,(m,m)(t/�) with — = 0.4 for our
chromatin model and with — = 0.5 for Rouse chain is very
subtle and not easy to discern.

In theory, the behavior of our chromatin model can easily
be discerned from that of Rouse chain by calculating the
Fourier modes, X̨k(t) = N≠1 qN

n=1 cos (knfi/N)r̨n(t). While
ÈX2

kÍ ≥ k≠2 is anticipated for the free Rouse chain (50), we
find ÈX2

kÍ ≥ k≠1.7 for large k values (N/k . 100. See Fig. 3D).
In fact, the Fourier modes for chromatin are expected to scale
ÈX2

kÍ ≥ k≠(1+2‹) (43). Thus, the exponent of 1.7 is explained
again by space-filling statistics ‹ = 1/3.

Cross-correlations of mean velocity between the midpoint
(i = N/2) and other loci (j ”= N/2) show how the time corre-
lation of our chromatin model changes as time goes (Fig.3C).
In contrast to the viscoelastic Rouse polymer model (15),
the mean velocity cross-correlation reveals nonuniform and
nondiminishing correlation pattern, which suggests that the
chromosome structure is maintained through heterogeneous
loci interactions defying the full equilibration.

Correlation in space. Next, we studied the spatial correla-
tion over the chromosome structure. Recently, displacement
correlation spectroscopy using fluorescence, employed to study
the dynamics of a single nucleus, has revealed that a coherent
motion of the µm-sized chromosome territories could persist
for microns to tens of seconds (13). The spatial correlation
between chromatin loci from our simulation can be evaluated
using

C�t
s (r) =

=q
i>j

[�r̨i(t; �t) · �r̨j(t; �t)]”(ri,j ≠ r)
q

i>j
”(ri,j ≠ r)

>

t

. [5]

C�t
s (r) quantifies the displacement correlations between loci

separated by the distance r over the time interval �t. C�t
s (r)

decays more slowly with increasing �t. The correlation length
calculated using lc =

s Œ
0 [C�t

s (r)/C�t
s (a)]dr, shows how lc

increases with �t (Fig.4B). To paint a vivid image of displace-
ment correlation over the structure, we project displacements
of the monomers near the equator of the confining sphere
(≠a Æ z Æ a) onto the xy plane and visualize the dynamically
correlated loci moving parallel to each other with a similar
color (see Fig. 4C). For short lag time (�t < 100 ·BD), the
spatial correlation of loci dynamics is short-ranged and the
displacement vectors appears to be random. But, for longer
lag time (�t > 500 ·BD), the correlation becomes more long-
ranged and the coherent motion of loci, which also forms
a substantial size of dynamical domain (≥ 5a ¥ 0.75 µm),
emerges.
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Fig. 5. Lifetimes of chain configurations. (A) Time evolution of DRMS relative to the
initial configuration. (B) Normalized intermediate scattering function Fk(t)/Fk(0),
with different values of wave number k, calculated from BD simulation trajectories
of chromosome. (C) The chain relaxation time (· ) for different wave number k is
estimated by evaluating ·k =

s Œ

0
[Fk(t)/Fk(0)]dt.

Scale-dependent chromatin relaxation time. The dynamical
stability of chromosome structure at varying scales was ex-
plored. Evolution of DRMS of simulated conformations
with respect to an initial conformation, defined by D(t) =
2

q
i>j

(ri,j(t) ≠ r0
i,j)2/N(N ≠ 1) where r0

i,j is the pairwise
distance in the initial conformation, was calculated (Fig. 5A).
Within our simulation time (·max = 4 ◊ 104 ·BD), the largest
value Dmax(= 4.0 ± 0.3 a2) reached in terms of DRMS is still
smaller than Dc = 4.5 a2, the value we have chosen to define
di�erent conformational clusters in Fig.1B. An extrapolation
of D(t) to D(·c) = Dc gives an estimate of ·c ¥ 105 ·BD ¥ 1.4
hours, which is a long time scale considering that most cells
of adult mammals spend about 20 hours in the interphase.

The relaxation dynamics of chromatin domain on di�erent
length scales is gleaned from the time evolution of intermediate
scattering function Fk(t) (51, 52) calculated at di�erent length
scale (≥ 2fi/k) (Fig. 5B).

Fk(t) =
ee 1

N

ÿ

m

eik̨·r̨m(t+t0)
ÿ

n

e≠ik̨·r̨n(t0)
f

|k̨|

f

t0
, [6]

where ÈÈ. . .Í|k̨|Ít0 denotes an average over t0 and over the
direction of vectors k̨ of magnitude k(= |̨k|). Fk(t) in Fig. 5B
shows that the chromatin chains are locally fluidic (2fi/k . a),
which is reminiscent of the recent analysis on the structural
deformation of TADs (9), but their spatial organizations on
intermediate to global scales (2fi/k ∫ a) are characterized
with slow relaxation dynamics.

Relaxation time (·) of subdomain, whose size is › = 2fi/k,
can be estimated by evaluating ·k =

s Œ
0 [Fk(t)/Fk(0)]dt, and

this relaxation time can be related to the number of segments

4 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXX

373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434

435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496

Liu et al.

⇠
<latexit sha1_base64="8u8dKjncFGy7UHyEv48ew8TkTAU=">AAAB4HicbVDLSgMxFL2pr1pfVZdugkVwVWaqoMuiG5cV7QPaUjJppg3NTIbkjlhK925E3Cj4Rf6Cf2P6QGjrgcDhnBPuPTdIlLToeT8ks7a+sbmV3c7t7O7tH+QPj2pWp4aLKtdKm0bArFAyFlWUqEQjMYJFgRL1YHA78etPwlip40ccJqIdsV4sQ8kZOumh9Sw7+YJX9Kagf8RfJgWYo9LJf7e6mqeRiJErZm3T9xJsj5hByZUY51qpFQnjA9YTo+mCY3rmpC4NtXEvRjpVF3IssnYYBS4ZMezbZW8i/uc1Uwyv2yMZJymKmM8GhamiqOmkLe1KIziqoSOMG+k2pLzPDOPobpJz1VeKrpJaqehfFEv3l4XyzfwIWTiBUzgHH66gDHdQgSpw6MErfMAnCcgLeSPvs2iGzP8cwwLI1y9L3ImF</latexit>

large k

small k

⌧ =

Z 1

0

Fk(t)

Fk(0)
dt

<latexit sha1_base64="2BZpZwc899WDlW3y+9qWIAPt9y0=">AAACFHicbVDLSsNAFJ34rPVVdekmWIQWoSRS0I1QFMRlBfuAJobJdNIOnUzCzI0QQj7Cjb/ixoUibl2482+cPhbaemC4h3Pu5c49fsyZAsv6NpaWV1bX1gsbxc2t7Z3d0t5+W0WJJLRFIh7Jro8V5UzQFjDgtBtLikOf044/uhr7nQcqFYvEHaQxdUM8ECxgBIOWvNKJAzi5cJgAz7rPdA0gzZ1AYpJde6MKVPNJtap5H7xS2apZE5iLxJ6RMpqh6ZW+nH5EkpAKIBwr1bOtGNwMS2CE07zoJIrGmIzwgPY0FTikys0mR+XmsVb6ZhBJ/QSYE/X3RIZDpdLQ150hhqGa98bif14vgeDczZiIE6CCTBcFCTchMscJmX0mKQGeaoKJZPqvJhlinQjoHIs6BHv+5EXSPq3Z9Vr9tl5uXM7iKKBDdIQqyEZnqIFuUBO1EEGP6Bm9ojfjyXgx3o2PaeuSMZs5QH9gfP4AiRaeew==</latexit>



�t/�BD

A B

x/ax/a x/a

C s
� (r)

 / 
C s

� (a
)

r / a

�

a
1

10
100
500

1000
1500

0

0.2

0.4

0.6

0.8

1

2 4 6 8 10 12 14

z

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

C s
� (r)

 / 
C s

� (a
)

r / a

�

a
1

10
100
500

1000
1500

0

0.2

0.4

0.6

0.8

1

2 4 6 8 10 12 14

z

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

2a

�t = �BD �t = 100 �BD �t = 1000 �BDC

C s
� (r)

 / 
C s

� (a
)

r / a

�

a
1

10
100
500

1000
1500

0

0.2

0.4

0.6

0.8

1

2 4 6 8 10 12 14

z

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

C s
� (r)

 / 
C s

� (a
)

r / a

�

a
1

10
100
500

1000
1500

0

0.2

0.4

0.6

0.8

1

2 4 6 8 10 12 14

z

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y 
/a

x / a (�=1000)

10

15

20

25

10 15 20 25

y/
a

+π

-π

+π

-π

Δt = 1 Δt = 1000

-180°

180°

�t = �BD

�t = 1000 �BD

C s
�t

(r)
 / 

C s
�t

(a
)

r / a

1
10

100
500

1000
1500

0

0.2

0.4

0.6

0.8

1

2 4 6 8 10 12 14

l c
/a

�t / ⇥BD

1

2

3

4

5

6

7

8

1 300 600 900 1200 1500 1800

C s
�t

(r)
 / 

C s
�t

(a
)

r / a

1
10

100
500

1000
1500

0

0.2

0.4

0.6

0.8

1

2 4 6 8 10 12 14

l c
/a

�t / ⇥BD

1

2

3

4

5

6

7

8

1 300 600 900 1200 1500 1800

+π

-π

+π

-π

Δt = 1 Δt = 1000

+π

-π

+π

-π

Δt = 1 Δt = 1000

Fig. 4. (a) Spatial correlation function of loci displacements C�t
s (r) with varying lag

time (�t). (b) Correlation length lc

!
=

s Œ

0
[C�t

s (r)/C�t
s (a)]dr

"
as a function

of �t. Visualized on 3D chromosome structure are the displacement correlations of
chromatin loci probed at short and large time gap (�t = ·BD and 103 ·BD) projected
on xy-plane. (c) The displacement vector of loci in the equator plane are color coded
by direction to reveal the directional correlation. In each panel, the displacement
vectors �r̨(t = 0; �t) are calculated for the lag time �t = 1, 100, 1000 ·BD.
Direction-dependent color scheme is shown on the right.

the time correlation function, C�t
V,m(t), is caused by the e�ects

of viscoelasticity of e�ective media that exert restoring forces
at short times and damping forces at long times on chromatin
locus (52). It is clear from the setting of our model that such
viscoelastic response could arise from the dense environment.
However, even the ideal Rouse chain in free space (— = 0.5)
displays a similar behavior, showing negative correlation peak
at t = �t, when analyzed with the time correlation function,
C�t

V,m(t). In fact, for Rouse chain in free space, the negative
correlation peak, which arises from restoring forces acting on
the monomer, is solely due to the chain connectivity with the
neighboring monomer along the chain. As clearly depicted
in Fig.3b, di�erence between C�t

V,m(t) with — = 0.4 for our
chromatin model and with — = 0.5 for Rouse chain is not easy
to discern (see Discussion).

Cross-correlations of mean velocity between the midpoint
(i = N/2) and other loci (j ”= N/2) show how the time correla-
tion of our chromatin model changes as time goes. In contrast
to the viscoelastic Rouse polymer model, the velocity-velocity
cross-correlation reveals nonuniform and nondiminishing cor-
relation pattern over the di�erent loci, which suggests that the
chromosome structure is maintained through heterogeneous
loci interactions defying the equilibration beyond a certain
length scale.

Correlation in space. Next, the spatial correlation of
distict loci is of interest. Recently, fluorescence correlation
spectroscopy, employed to study the dynamics of a single
nucleus, has revealed that a coherent motion of the µm-sized
chromosome territories could persist over microns to tens of
seconds (12). The spatial correlation between chromatin loci
from our simulation can be evaluated using

C�t
s (r) =

=q
i>j

[�r̨i(t; �t) · �r̨j(t; �t)]”(ri,j ≠ r)
q

i>j
”(ri,j ≠ r)

>

t

. [5]

C�t
s (r) quantifies the displacement-displacement correlations

between loci separated by the distance r over a time interval
�t. For �t > 10 ·BD, a long range spatial correlation develops
(Fig. 4a), and increases with �t. To paint a vivid image
of dynamic correlation propagating over the structure, we
project displacements of the monomers near the equator of the
confining sphere (≠a Æ z Æ a) onto the xy plane and visualize
the dynamically correlated loci moving parallel to each other
with a similar color (see Fig. 4). For short lag time (�t < 100
·BD), the spatial correlation of loci dynamics is short-ranged
and the displacement vectors appears to be random. But, for
longer lag time (�t > 500 ·BD), the correlation becomes more
long-ranged and the coherent motion of loci, which also forms
a substantial size of dynamical domain (≥ 5a ¥ 0.75 µm),
emerges.

Scale-dependent chromatin relaxation time. The dynamical
stability of chromosome structure at varying scales was ex-
plored. Evolution of DRMS of simulated conformations
with respect to an initial conformation, defined by D(t) =
2

q
i>j

(ri,j(t) ≠ r0
i,j)2/N(N ≠ 1) where r0

i,j is the pairwise
distance in the initial conformation, was calculated (Fig. 5a).
Within our simulation time (Æ 4 ◊ 104 ·BD), DRMS increases
with time but slows down over decades, and its largest value,
4.0 ± 0.3 a, is still smaller than Dc = 4.5 a, the value we have
chosen to define di�erent conformational clusters in Fig.1b.
An extrapolation of D(t) to D(·) = Dc gives an estimate of
·c ¥ 105 ·BD ¥ 1.4 hours, which is a long time scale given
that most cells of adult mammals spend about 20 hours in the
interphase.

The kinetic stability of chromosome subdomain on di�erent
length scales is gleaned from the time evolution of intermediate
scattering function Fk(t) (53, 54) calculated at di�erent length
scale (≥ 2fi/k) (Fig. 5b).

Fk(t) =
ee 1

N2

ÿ

m

eik̨·r̨m(t+t0)
ÿ

n

e≠ik̨·r̨n(t0)
f

|k̨|

f

t0
. [6]

where ÈÈ. . .Í|k̨|Ít0 denotes an average over t0 and over the di-
rection of vectors k̨ of magnitude k(= |̨k|). It shows that the
chromatin chains are locally fluidic (2fi/k . a), which is remi-
nescent of the recent analysis on the structural deformation
of TADs (55), but their spatial organizations on intermedi-
ate to global scales (2fi/k ∫ a) are characterized with slow
relaxation dynamics.
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Fig. 5. Lifetimes of chain configurations at varying length scales. (A) Time evolution
of DRMS relative to the initial configuration. (B) Normalized intermediate scattering
function Fk(t)/Fk(0), with different values of wave number k, caculated from BD
simulation trajectories of chromosome. (C) The chain relaxation time (· ) for different
wave number k is estimated using ·k =

s Œ

0
Fk(t)/Fk(0)dt.
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cf. Dynamic Correlation Spectroscopy (DCS),  Zidovska et al. PNAS (2013) 
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Fig. 4. (a) Spatial correlation function of loci displacements C�t
s (r) with varying lag

time (�t). (b) Correlation length lc

!
=

s Œ

0
[C�t

s (r)/C�t
s (a)]dr

"
as a function

of �t. Visualized on 3D chromosome structure are the displacement correlations of
chromatin loci probed at short and large time gap (�t = ·BD and 103 ·BD) projected
on xy-plane. (c) The displacement vector of loci in the equator plane are color coded
by direction to reveal the directional correlation. In each panel, the displacement
vectors �r̨(t = 0; �t) are calculated for the lag time �t = 1, 100, 1000 ·BD.
Direction-dependent color scheme is shown on the right.

the time correlation function, C�t
V,m(t), is caused by the e�ects

of viscoelasticity of e�ective media that exert restoring forces
at short times and damping forces at long times on chromatin
locus (52). It is clear from the setting of our model that such
viscoelastic response could arise from the dense environment.
However, even the ideal Rouse chain in free space (— = 0.5)
displays a similar behavior, showing negative correlation peak
at t = �t, when analyzed with the time correlation function,
C�t

V,m(t). In fact, for Rouse chain in free space, the negative
correlation peak, which arises from restoring forces acting on
the monomer, is solely due to the chain connectivity with the
neighboring monomer along the chain. As clearly depicted
in Fig.3b, di�erence between C�t

V,m(t) with — = 0.4 for our
chromatin model and with — = 0.5 for Rouse chain is not easy
to discern (see Discussion).

Cross-correlations of mean velocity between the midpoint
(i = N/2) and other loci (j ”= N/2) show how the time correla-
tion of our chromatin model changes as time goes. In contrast
to the viscoelastic Rouse polymer model, the velocity-velocity
cross-correlation reveals nonuniform and nondiminishing cor-
relation pattern over the di�erent loci, which suggests that the
chromosome structure is maintained through heterogeneous
loci interactions defying the equilibration beyond a certain
length scale.

Correlation in space. Next, the spatial correlation of
distict loci is of interest. Recently, fluorescence correlation
spectroscopy, employed to study the dynamics of a single
nucleus, has revealed that a coherent motion of the µm-sized
chromosome territories could persist over microns to tens of
seconds (12). The spatial correlation between chromatin loci
from our simulation can be evaluated using

C�t
s (r) =

=q
i>j

[�r̨i(t; �t) · �r̨j(t; �t)]”(ri,j ≠ r)
q

i>j
”(ri,j ≠ r)

>

t

. [5]

C�t
s (r) quantifies the displacement-displacement correlations

between loci separated by the distance r over a time interval
�t. For �t > 10 ·BD, a long range spatial correlation develops
(Fig. 4a), and increases with �t. To paint a vivid image
of dynamic correlation propagating over the structure, we
project displacements of the monomers near the equator of the
confining sphere (≠a Æ z Æ a) onto the xy plane and visualize
the dynamically correlated loci moving parallel to each other
with a similar color (see Fig. 4). For short lag time (�t < 100
·BD), the spatial correlation of loci dynamics is short-ranged
and the displacement vectors appears to be random. But, for
longer lag time (�t > 500 ·BD), the correlation becomes more
long-ranged and the coherent motion of loci, which also forms
a substantial size of dynamical domain (≥ 5a ¥ 0.75 µm),
emerges.

Scale-dependent chromatin relaxation time. The dynamical
stability of chromosome structure at varying scales was ex-
plored. Evolution of DRMS of simulated conformations
with respect to an initial conformation, defined by D(t) =
2

q
i>j

(ri,j(t) ≠ r0
i,j)2/N(N ≠ 1) where r0

i,j is the pairwise
distance in the initial conformation, was calculated (Fig. 5a).
Within our simulation time (Æ 4 ◊ 104 ·BD), DRMS increases
with time but slows down over decades, and its largest value,
4.0 ± 0.3 a, is still smaller than Dc = 4.5 a, the value we have
chosen to define di�erent conformational clusters in Fig.1b.
An extrapolation of D(t) to D(·) = Dc gives an estimate of
·c ¥ 105 ·BD ¥ 1.4 hours, which is a long time scale given
that most cells of adult mammals spend about 20 hours in the
interphase.

The kinetic stability of chromosome subdomain on di�erent
length scales is gleaned from the time evolution of intermediate
scattering function Fk(t) (53, 54) calculated at di�erent length
scale (≥ 2fi/k) (Fig. 5b).

Fk(t) =
ee 1

N2

ÿ

m

eik̨·r̨m(t+t0)
ÿ

n

e≠ik̨·r̨n(t0)
f

|k̨|

f

t0
. [6]

where ÈÈ. . .Í|k̨|Ít0 denotes an average over t0 and over the di-
rection of vectors k̨ of magnitude k(= |̨k|). It shows that the
chromatin chains are locally fluidic (2fi/k . a), which is remi-
nescent of the recent analysis on the structural deformation
of TADs (55), but their spatial organizations on intermedi-
ate to global scales (2fi/k ∫ a) are characterized with slow
relaxation dynamics.

B

F k
(t)

 /
F k

(0
)

t [�BD]

2⇥/k

0

0.2

0.4

0.6

0.8

1

10-3 10-2 10-1 100 101 102 103 104 105

1

12

DR
M

S

t [�BD]
10-2

10-1

100

101

10-3 10-2 10-1 100 101 102 103 104 105

A

D
(t

)

Dc = 4.5a

C

�
[� B

D]

k [a-1]

100

101

102

103

104

0 2 4 6

Fig. 5. Lifetimes of chain configurations at varying length scales. (A) Time evolution
of DRMS relative to the initial configuration. (B) Normalized intermediate scattering
function Fk(t)/Fk(0), with different values of wave number k, caculated from BD
simulation trajectories of chromosome. (C) The chain relaxation time (· ) for different
wave number k is estimated using ·k =

s Œ

0
Fk(t)/Fk(0)dt.

4 | www.pnas.org/cgi/doi/10.1073/pnas.XXXXXXX

373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388
389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418
419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434

435
436
437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478
479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496

Liu et al.

Spatial correlation between loci
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Fig. 4. (a) Spatial correlation function of loci displacements C�t
s (r) with varying lag

time (�t). (b) Correlation length lc

!
=

s Œ

0
[C�t

s (r)/C�t
s (a)]dr

"
as a function

of �t. Visualized on 3D chromosome structure are the displacement correlations of
chromatin loci probed at short and large time gap (�t = ·BD and 103 ·BD) projected
on xy-plane. (c) The displacement vector of loci in the equator plane are color coded
by direction to reveal the directional correlation. In each panel, the displacement
vectors �r̨(t = 0; �t) are calculated for the lag time �t = 1, 100, 1000 ·BD.
Direction-dependent color scheme is shown on the right.

the time correlation function, C�t
V,m(t), is caused by the e�ects

of viscoelasticity of e�ective media that exert restoring forces
at short times and damping forces at long times on chromatin
locus (52). It is clear from the setting of our model that such
viscoelastic response could arise from the dense environment.
However, even the ideal Rouse chain in free space (— = 0.5)
displays a similar behavior, showing negative correlation peak
at t = �t, when analyzed with the time correlation function,
C�t

V,m(t). In fact, for Rouse chain in free space, the negative
correlation peak, which arises from restoring forces acting on
the monomer, is solely due to the chain connectivity with the
neighboring monomer along the chain. As clearly depicted
in Fig.3b, di�erence between C�t

V,m(t) with — = 0.4 for our
chromatin model and with — = 0.5 for Rouse chain is not easy
to discern (see Discussion).

Cross-correlations of mean velocity between the midpoint
(i = N/2) and other loci (j ”= N/2) show how the time correla-
tion of our chromatin model changes as time goes. In contrast
to the viscoelastic Rouse polymer model, the velocity-velocity
cross-correlation reveals nonuniform and nondiminishing cor-
relation pattern over the di�erent loci, which suggests that the
chromosome structure is maintained through heterogeneous
loci interactions defying the equilibration beyond a certain
length scale.

Correlation in space. Next, the spatial correlation of
distict loci is of interest. Recently, fluorescence correlation
spectroscopy, employed to study the dynamics of a single
nucleus, has revealed that a coherent motion of the µm-sized
chromosome territories could persist over microns to tens of
seconds (12). The spatial correlation between chromatin loci
from our simulation can be evaluated using

C�t
s (r) =

=q
i>j

[�r̨i(t; �t) · �r̨j(t; �t)]”(ri,j ≠ r)
q

i>j
”(ri,j ≠ r)

>

t

. [5]

C�t
s (r) quantifies the displacement-displacement correlations

between loci separated by the distance r over a time interval
�t. For �t > 10 ·BD, a long range spatial correlation develops
(Fig. 4a), and increases with �t. To paint a vivid image
of dynamic correlation propagating over the structure, we
project displacements of the monomers near the equator of the
confining sphere (≠a Æ z Æ a) onto the xy plane and visualize
the dynamically correlated loci moving parallel to each other
with a similar color (see Fig. 4). For short lag time (�t < 100
·BD), the spatial correlation of loci dynamics is short-ranged
and the displacement vectors appears to be random. But, for
longer lag time (�t > 500 ·BD), the correlation becomes more
long-ranged and the coherent motion of loci, which also forms
a substantial size of dynamical domain (≥ 5a ¥ 0.75 µm),
emerges.

Scale-dependent chromatin relaxation time. The dynamical
stability of chromosome structure at varying scales was ex-
plored. Evolution of DRMS of simulated conformations
with respect to an initial conformation, defined by D(t) =
2

q
i>j

(ri,j(t) ≠ r0
i,j)2/N(N ≠ 1) where r0

i,j is the pairwise
distance in the initial conformation, was calculated (Fig. 5a).
Within our simulation time (Æ 4 ◊ 104 ·BD), DRMS increases
with time but slows down over decades, and its largest value,
4.0 ± 0.3 a, is still smaller than Dc = 4.5 a, the value we have
chosen to define di�erent conformational clusters in Fig.1b.
An extrapolation of D(t) to D(·) = Dc gives an estimate of
·c ¥ 105 ·BD ¥ 1.4 hours, which is a long time scale given
that most cells of adult mammals spend about 20 hours in the
interphase.

The kinetic stability of chromosome subdomain on di�erent
length scales is gleaned from the time evolution of intermediate
scattering function Fk(t) (53, 54) calculated at di�erent length
scale (≥ 2fi/k) (Fig. 5b).

Fk(t) =
ee 1

N2

ÿ

m

eik̨·r̨m(t+t0)
ÿ

n

e≠ik̨·r̨n(t0)
f

|k̨|

f

t0
. [6]

where ÈÈ. . .Í|k̨|Ít0 denotes an average over t0 and over the di-
rection of vectors k̨ of magnitude k(= |̨k|). It shows that the
chromatin chains are locally fluidic (2fi/k . a), which is remi-
nescent of the recent analysis on the structural deformation
of TADs (55), but their spatial organizations on intermedi-
ate to global scales (2fi/k ∫ a) are characterized with slow
relaxation dynamics.
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Fig. 5. Lifetimes of chain configurations at varying length scales. (A) Time evolution
of DRMS relative to the initial configuration. (B) Normalized intermediate scattering
function Fk(t)/Fk(0), with different values of wave number k, caculated from BD
simulation trajectories of chromosome. (C) The chain relaxation time (· ) for different
wave number k is estimated using ·k =

s Œ

0
Fk(t)/Fk(0)dt.
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Fig. 4. Loci displacement correlation. (A) Spatial correlation of loci dis-
placements C�t

s (r) with varying lag time (�t). (B) Correlation length
lc

!
=

s Œ

0
[C�t

s (r)/C�t
s (a)]dr

"
as a function of �t. Visualized on 3D chro-

mosome structure are the displacement correlations of chromatin loci probed at short
and large time gap (�t = ·BD and 103 ·BD) projected on xy-plane. (C) The dis-
placement vector of loci in the equator plane are color coded by direction to reveal
the directional correlation. In each panel, the displacement vectors �r̨(t = 0; �t)
are calculated for the lag time �t = 1, 100, 1000 ·BD. Direction-dependent color
scheme is shown on the right.

with the rescaled time variable t/�t nicely overlap onto each
other, also allowing us to assess the variation among the curves
(Fig. 3b).

In principle, following the interpretation of fractional
Langevin motion, one could posit that the dynamic behavior
of chromatin locus captured in C�t

V,(m,m)(t) is caused by vis-
coelasticity of e�ective media (53). However, even the ideal
Rouse chain in free space (— = 0.5) displays a similar behavior,
showing negative correlation peak at t = �t, when analyzed
using C�t

V,(m,m)(t). In fact, for Rouse chain in free space, the
negative correlation peak, which arises from restoring forces
acting on the monomer, is solely due to the chain connectivity
with the neighboring monomer along the chain. As clearly de-
picted in Fig.3b, di�erence between C�t

V,(m,m)(t) with — = 0.4
for our chromatin model and with — = 0.5 for Rouse chain is
very subtle.

In theory, the behavior of our chromatin model can
easily be discerned from that of Rouse chain by calculat-
ing the Fourier modes from the coordinates as X̨k(t) =
N≠1 qN

n=1 cos (knfi/N)r̨n(t). While ÈX2
kÍ ≥ k≠2 is antici-

pated for the free Rouse chain, we find ÈX2
kÍ ≥ k≠1.7 for large

k values (N/k . 100. See Fig. 3D). In fact, the Fourier modes
are expected to scale ÈX2

kÍ ≥ k≠(1+2‹). Thus, the exponent of
1.7 is explained again by spacefilling statistics ‹ = 1/3.

Cross-correlations of mean velocity between the midpoint
(i = N/2) and other loci (j ”= N/2) show how the time correla-
tion of our chromatin model changes as time goes. In contrast
to the viscoelastic Rouse polymer model, the velocity-velocity
cross-correlation reveals nonuniform and nondiminishing cor-
relation pattern over the di�erent loci, which suggests that the
chromosome structure is maintained through heterogeneous
loci interactions defying the full equilibration beyond a certain
length scale.

Correlation in space. Next, the spatial correlation of
distict loci is of interest. Recently, fluorescence correlation
spectroscopy, employed to study the dynamics of a single
nucleus, has revealed that a coherent motion of the µm-sized
chromosome territories could persist over microns to tens of
seconds (14). The spatial correlation between chromatin loci
from our simulation can be evaluated using

C�t
s (r) =

=q
i>j

[�r̨i(t; �t) · �r̨j(t; �t)]”(ri,j ≠ r)
q

i>j
”(ri,j ≠ r)

>

t

. [5]

C�t
s (r) quantifies the displacement correlations between loci

separated by the distance r over a time interval �t. C�t
s (r)

decays more slowly with increasing �t. The correlation length
calculated using lc =

s Œ
0 [C�t

s (r)/C�t
s (a)]dr, shows how lc

increases with �t (Fig.4B). To paint a vivid image of displace-
ment correlation over the structure, we project displacements
of the monomers near the equator of the confining sphere
(≠a Æ z Æ a) onto the xy plane and visualize the dynamically
correlated loci moving parallel to each other with a similar
color (see Fig. 4C). For short lag time (�t < 100 ·BD), the
spatial correlation of loci dynamics is short-ranged and the
displacement vectors appears to be random. But, for longer
lag time (�t > 500 ·BD), the correlation becomes more long-
ranged and the coherent motion of loci, which also forms
a substantial size of dynamical domain (≥ 5a ¥ 0.75 µm),
emerges.
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Fig. 5. Lifetimes of chain configurations. (A) Time evolution of DRMS relative to the
initial configuration. (B) Normalized intermediate scattering function Fk(t)/Fk(0),
with different values of wave number k, caculated from BD simulation trajectories
of chromosome. (C) The chain relaxation time (· ) for different wave number k is
estimated by evaluating ·k =

s Œ

0
[Fk(t)/Fk(0)]dt.

Scale-dependent chromatin relaxation time. The dynamical
stability of chromosome structure at varying scales was ex-
plored. Evolution of DRMS of simulated conformations
with respect to an initial conformation, defined by D(t) =
2

q
i>j

(ri,j(t) ≠ r0
i,j)2/N(N ≠ 1) where r0

i,j is the pairwise
distance in the initial conformation, was calculated (Fig. 5A).
Within our simulation time (·max = 4 ◊ 104 ·BD), the largest
value Dmax(= 4.0 ± 0.3 a2) reached in terms of DRMS is still
smaller than Dc = 4.5 a2, the value we have chosen to define
di�erent conformational clusters in Fig.1B. An extrapolation
of D(t) to D(·c) = Dc gives an estimate of ·c ¥ 105 ·BD ¥ 1.4
hours, which is a long time scale given that most cells of adult
mammals spend about 20 hours in the interphase.

The relaxation dynamics of chromatin domain on di�erent
length scales is gleaned from the time evolution of intermediate
scattering function Fk(t) (54, 55) calculated at di�erent length
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which quantifies the displacement correlations between loci separated by the distance r over

the time interval Δt. CDt
s ÖrÜ decays more slowly with increasing Δt. The correlation length cal-

culated using lc à
R1

0
âCDt

s ÖrÜ=CDt
s ÖaÜädr, shows how lc increases with Δt (Fig 3B). To demon-

strate an image of displacement correlation over the structure, we project the displacement
vectors of the monomers near the equator of the confining sphere (−a z a) onto the xy
plane, and visualize the dynamically correlated loci moving parallel to each other by using the
vector field with a similar color (see Fig 3C). If Δt< 100 τBD, the spatial correlation of loci
dynamics is short-ranged and the displacement vectors appear to be random. In contrast, mul-
tiple groups of coherently moving loci that form substantially large domains (⇠ 5a⇡ 0.75 μm)
emerge at a longer waiting time (Δt> 500 τBD).

We also calculated CDt
s ÖrÜ for the Rouse chain as a reference (see SI). Just like our chromo-

some model, CDt
s ÖrÜ for the Rouse chain decays more slowly over the distance r with increasing

Δt (S4A Fig), and the correlation length lc increases monotonically with Δt as well (S4B Fig).
However, this very feature differs from the one observed in the experiment [10] where lc dis-
played nonmonotonic change with Δt. In fact, the experimentally observed nonmonotonic
change of lc is obtained by incorporating active noise to the model, which will be discussed in
the section that follows (see below, Effects of active noise on chromosome dynamics).

In parallel to the spatial correlation functions calculated above, a time-correlation function
that can potentially characterize the chromatin dynamics has recently been proposed [12, 60]

Fig 3. Spatial correlation between loci displacements. (A) Spatial correlation of loci displacements CDt
s ÖrÜ (Eq 4)

with varying lag time (Δt). (B) Correlation length lcÖà
R1

0
âCDt

s ÖrÜ=CDt
s ÖaÜädrÜ as a function of Δt. Visualized on 3D

chromosome structure are the displacement correlations of chromatin loci probed at short and large time gap
(Δt = τBD and 103 τBD) projected onto the xy-plane. The color-code on the structures depicts the azimuthal angle of loci
displacement. (C) The displacement vector of loci in the equator plane are color-coded by direction. In each panel, the
displacement vectors D~rÖt à 0;DtÜ are calculated for Δt = 1, 100, 1000 τBD. Direction-dependent color scheme is
depicted on the right.

https://doi.org/10.1371/journal.pcbi.1006617.g003
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Effects of activity on loci diffusion
Activities inside cell nuclei. 

RNA polymerase
DNA polymerase

Cohesin (Loop extrusion)

vectorial, force dipole, … at small scales

But, beyond a certain spatiotemporal scale, activities may be randomized and 
deemed isotropic w/o correlation in the ‘interphase’
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Fig. 6. E�ects of active noise on chromosome organization and dynamics. (A) MSD of active and inactive loci compared with

those under passive condition. Log-log plot is shown in the panel on the right. (A) shares the same legend with (B). (B)

Distribution of active (A1) and inactive (B3) loci with and without active noise. In the presence of active noise, the segregation

of active and inactive loci is more evident. (C) Relaxation times estimated from the intermediate scattering functions. The

wave number k was mapped to the corresponding number of loci inside the volume defined by the wave number. The red

star symbols, the relaxation times in the presence of active noise, are depicted for the comparison with those under passive

condition. (D) Correlation lengths for varying �t calculated using the loci displacement correlations under passive (Fig.4A)

and active (Fig. S4) conditions are compared.

occupying 40 % of loci population for Chr10, a�ects the
dynamical properties of entire chromosome. To model
the active noise, we increased the noise strength from
ÈR̨i(t) · R̨j(tÕ)Í = 6Di0”ij”(t ≠ tÕ) to ÈR̨i(t) · R̨j(tÕ)Í =
12Di0”ij”(t ≠ tÕ), following the recent literature51,52.

In the model to which the aforementioned active noises
are explicitly incorporated, we find that the average MSD
of A1 loci exhibits ≥ 70 % increase relative to the pas-
sive case (Fig. 6A), while the di�usion exponent (— ¥ 0.4
in MSD≥ t—) is unaltered. In fact, this finding is con-
sistent with the MSD data reported for a live human
Hela cell in Ref.34, where chromatin loci at the nu-
clear periphery and interior, corresponding to the het-
erochromatin and euchromatin, displayed a similar dif-
fusion exponent — = 0.39 and 0.41, respectively, al-
though the MSD of the interior chromatin was signif-
icantly greater. It is of note that the di�usion expo-
nent — = 0.32 ± 0.03 measured for the whole genome of
ATP-depleted HeLa cells9 is qualitatively di�erent from
— ¥ 0.4; yet ATP-depletion involves a significant bio-
chemical treatment (e.g. 6 mM 2-deoxyglucose and 1 µM
trifluoromethoxy-carbonylcyanide phenylhydrazone dis-
solved in CO2-independent medium supplemented with
L-glutamine were added to cells 2 h before imaging9),

which could dramatically alter the original Hi-C map of
the live cell. Therefore, a fair comparison between active
versus passive loci would be made between euchromatin
and heterochromatin, rather than live cells against ATP-
depleted cells9,12 or fixed cells.

Notably, the disproportionate increase in the mobil-
ity of A and B type monomers promotes the phase seg-
regation of the two monomer types (Fig. 6B, and see
SI Movies 1 and 2). The active noises push A-type
monomers towards the surface of the chromosome, and
B-type monomers are pulled towards the center to o�set
this e�ect.

In terms of intermediate scattering function, the active
noises mainly influence the chain relaxation described by
the low frequency modes. For the high frequency modes
or at local length scales (k & 2fi/3a), the intermedi-
ate scattering function is practically indistinguishable be-
tween active and passive cases (Fig. S5). The chromatin
domains in the presence of active noise, on average, relax
faster when the domain size is greater than the sub-Mb.
A comparison of the relaxation times in Fig. 6C under
passive and active conditions highlight this di�erence.

Similarly, the e�ect of active noise on the correla-
tion length (lc) is evident only at large lag time (�t).

Similarly, the effect of active noise on the correlation length (lc) is evident only at a large lag
time (Δt). We find that in contrast to the passive case, lc changes nonmonotonically with Δt.
There is no distinction between the effects of passive and active noises on lc for small Δt; how-
ever, deviation between the two cases becomes evident for Δt≳ 103τBD⇡ 50 sec (Fig 6D).
Importantly, a similar dependence of correlation length on Δt has been discussed in DCS mea-
surement on genome-wide dynamics of live cell [10].

To dissect the contribution from the loci of each subcompartment type in the presence of

active noises, we again calculated the spatial correlation CDt
s;AB, CDt

s;BB, CDt
s;AA (S6B Fig) and the cor-

responding correlation lengths (lc) (Fig 6E). At short time scale (t< 500τBD), A-type loci dis-
play slightly stronger self-correlations than B-type loci. In stark contrast to the passive case
(Fig 4B), however, at Δt> 500τ active noises disturb the spatial correlations between active
loci, which subsequently reduces the correlation of entire structure. Compared to the thermal
noise (Fig 4B), the active noises randomize the global structure of chromatin chain more effi-
ciently, which shortens the correlation length at sufficiently large lag time.

Discussion

Despite a great amount of complexity inherent to its size and heterogeneous interactions that
give rise to various dynamic behaviors at different time and length scale and crossovers,

Fig 6. Effects of active noise on chromosome organization and dynamics. (A) MSD of active and inactive loci
compared with those under passive condition. Log-log plot is shown in the panel on the right. (A) shares the same
legend with (B). (B) Distribution of active (A1) and inactive (B3) loci with and without active noise. In the presence of
active noise, the segregation of active and inactive loci is more evident. (C) Relaxation times estimated from the
intermediate scattering functions. The wave number k was mapped to the corresponding number of loci inside the
volume defined by the wave number. The red star symbols, the relaxation times in the presence of active noise, are
depicted for the comparison with those under passive condition. (D) Correlation lengths for varying Δt calculated
using the loci displacement correlations under passive (Fig 3A) and active (S7 Fig) conditions are compared. (E)
Correlation length calculated for different types of loci from spatial correlation functions, CDt

s;ABÖrÜ, CDt
s;BBÖrÜ, CDt

s;AAÖrÜ, in
the presence of active noises.

https://doi.org/10.1371/journal.pcbi.1006617.g006
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Fig. 6. Effects of active force on chromosome organization and dynamics. (A) MSD
of active and inactive loci compared with those under passive condition. Log-log plot
is shown in the panel on the right. (B) Distribution of active (A1) and inactive (B3) loci
with (a) and without (p) active force. In the presence of active force, the segregation
of active and inactive loci is more evident. (C) Relaxation times from intermediate
scattering functions. The wave number was mapped to the corresponding number of
loci inside the volume defined by the wave number. Red star symbols, the relaxation
times in the presence of active forces, are depicted for the comparison with those
under passive condition. Intermediate scattering functions under active condition are
compared with those under passive condition at varying frequencies.

Effects of active forces on chromosome dynamics. Living cell
nuclei abound with a plethora of activities such as replication,
transcription, and error-correcting dynamics. While these
processes bear local directionality, when mapped onto the phe-
nomenological description, we hypothesize that their e�ects
on the surrounding environment at time scale longer than
the noise correlation is approximately isotropic with a noise
strength greater than the thermal counterpart. We study how
increased noise strength (ÈR̨i(t) · R̨j(tÕ)Í = 6Di0”ij”(t ≠ tÕ) æ

12Di0”ij”(t≠tÕ)) on the active sites, comprised with monomers
of type A1 and A2 in our model, a�ects the dynamical prop-
erties of entire chromosome.

In the presence of active force, while the di�usion exponent
(— in MSD≥ t—) remain unaltered, the average MSD of A1 loci
exhibit ≥ 70 % increase relative to the passive case (Fig.6a).
The disproportionate increase in the mobility of A and B
type monomers enhances the phase segregation of the two
monomer types (Fig.6b). The active forces push A1 monomers
towards the surface of chromosome, and pull B3 monomers
to the center. Furthermore, the e�ects of active force are
global. At high frequency domain (k & 2fi/3a), the interme-
diate scattering function is practically indistinguishable for
active and passive cases (Fig.??). The di�ering e�ect of two
cases becomes clear at low frequency domain, namely at large
length scale (k . 2fi/5a). The e�ect of active force on the cor-
relation length lends itself when the correlation measurement
is carried out at large time gap (�t). The correlation length
(lc) increases monotonically with �t under passive condition,
whereas nonmonotonic change of lc is observed with increasing
�t under active force. It is of note that when �t is small
there no distinction between the e�ects of passive and active
force on lc, but they start diverging for �t & 103·BD ¥ 50
sec. Further, a similar nonmonotonic behavior of correlation
length with �t has been observed in DCS measurement on

genome-wide dynamics (12).
Relaxation time (·) of subdomain, whose size is › = 2fi/k,

can be estimated by evaluating ·k =
s Œ

0 Fk(t)/Fk(0)dt, and
this relaxation time can be related to the number of segments
comprising the subdomain as › ≥ 2fi/k ≥ s1/3. Given that the
chromosome domain lose its original memory of configuration
by spatial di�usion, the relaxation time · is expected to obey
· ≥ ›2/De� ≥ (s1/3)2/(D0/s) ≥ s5/3. The relaxation time
of subdomain estimated from our chromosome model indeed
scales with its size as · ≥ s5/3 (Fig.6c).

Discussion

Our simulation results suggest that in the absence of active
components, the di�usion of DNA loci on the length scale
of a chromosome territory (MSD ≥ t—) is governed by the
local organization of chain (R ≥ s‹), satisfying the relation
— = 2‹/(2‹ + 1). The space-filling organization of chromatin
chain (‹ = 1/3) in the intermediate length scale of genomic
distance gives rise to P (s) ≥ s≠1 and — = 0.4. A varying
value of — (or equivalently ‹) in time (space) is thus linked to
scale-dependent di�usion inside the cell nucleus.

Without modeling a very viscous nuclear plasma or other
crowding e�ects explicitly, autocorrelation function of displace-
ment of loci shows that the space-filling chromatin chain itself
is already su�cient to provide a viscoelastic environment for
the interior loci. Movements of di�erent loci are orchestrated
by the propagation of stress through the interaction network,
which results in micrometer-sized dynamic correlated regions
on time scales of second. Meanwhile, it also reveals genomic
position-dependent dynamic cross-correlations, which might
be related to specific transcriptional couplings.

Our study predicts that it takes hours for chromatin chain
to change its original configuration to another, escaping from
one local basin of attraction to another. The lifetime of chro-
matin domain or subdomain spans several orders of magnitude
depending on its size (Fig.5). While local domain of size . Mb
is rearranged on the time scale of t < 103·BD ≥ 50 seconds,
TADs and subcompartments survive for minutes and hours.
This o�ers a unified view of the structural fluctuations within
Mb-sized domains, which probably be necessary for e�cient
nuclear functions, and the architecture of a long lifetime could
be a inevitable consequence of the spatial constraint inherent
to the crumpled polymer (27). Another hint from the separa-
tion in lifetime is that, without losing too much influence from
other domains, fine-grained models of one single TAD (55)
will be more suitable for applications such as cis-regulation. It
is of note that on average the maximal range sampled by the
loci in our simulations is about 7.4a (Fig.2 (a)). This value is
still smaller than the entanglement length ¥ 10.6a, which can
be estimated from the relation of end-to-end distance with sk,
Ree(sk) where sk ¥ N/È|�(≠1)|Í ¥ 520 is the averaged ge-
nomic size between two crossings in the structural ensemble. It
will take longer time for the chromatin chain to thread through
each other for (un)tying a knot, and even longer time to reach
a “truly” equilibrated state. This time scale is greater than
that of a typical cell cycle, which justifies our conclusion that
the interphase chromatin configurations are in meta-stable
states. This picture under inanimate condition changes upon
introduction of activity (12, 56, 57), which enhances chain
fluctuations and disturb inter-loci contacts. Notably, the e�ect
of activity on chromosome dynamics manifests itself only at
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actin network with embedded force-generating
myosin II motors strongly violates the FD theo-
rem and that it does so because of the con-
tractility of the acto-myosin system.

Actin and myosin are key components in
muscle contraction and cell motility (6, 7). My-
osin motor domains, or heads, bind to actin
filaments (F-actin) and generate force via the
hydrolysis of adenosine triphosphate (ATP), re-
sulting in motion along the polar actin filaments.
At low salt concentrations, myosin II can form
multimeric bipolar structures in vitro (Fig. 1A)
(8). These “minifilaments” can link different
actin filaments and move these filaments relative
to each other (9). In the absence of ATP, these
motor complexes statically cross-link F-actin
and generate bundles that can be seen in a light
microscope (Fig. 1B). In the presence of ATP,
minifilaments generate contractile forces that
can result in actin aggregation and phase sep-
aration (Fig. 1C), a phenomenon known as
superprecipitation (10). To stabilize the net-
works and delay the onset of superprecipitation,
we used F-actin cross-linked by biotin and
neutravidin.

We measured the mechanical properties of
these networks by active microrheology (AMR)
(11–13), in which micrometer-sized embedded
probe particles are manipulated by a sinusoidal-
ly oscillated optical trap, generating a force F at
frequency o. The response function a(o) is
obtained from the measured probe particle
displacement u (o):

aðoÞ ¼ u ðoÞ=F ð1Þ

For a simple incompressible and homogeneous
elastic medium, this response function is related
to the shear modulus G or stiffness of the
medium via a generalization of the Stokes rela-
tion (13–17) a = 1/(6pGa), where a is the probe
particle radius. For materials with dissipation,
the displacement u and force F are not in phase,
which results in a complex response function. In
this case, the shear modulus is G = G´ + iG´´,
where G´ is the elastic modulus and G´´ is
the viscous modulus. For cross-linked actin
(1 mg/ml) gels, we found a predominantly elas-
tic response in which G´ is much larger than G´´
in the range of frequencies below 100 Hz. The
measured moduli are consistent both with ex-
periments on similar actin gels (18) and with
theoretical predictions for actin networks with
an average distance of about 2 to 3 mm be-
tween cross-links (13, 19).

To characterize motor-generated activity, we
used passive microrheology (PMR), which
consists of recording the spontaneous displace-
ment fluctuations of a probe particle without
applied forces (13–16). In an equilibrium
system, only thermal forces act on the probe,
and the power spectral density

CðoÞ ¼ ∫〈u ðtÞu ð0Þ〉 expðiotÞ dt ð2Þ

of the displacement fluctuations u (t) is directly
related to the mechanical response of the
material by the FD theorem,

a´´ðoÞ ¼ o
2kBT

CeqðoÞ ðequilibrium onlyÞ ð3Þ

where a´´(o) is the imaginary part of the
response function, kB is the Boltzmann con-
stant, and T is absolute temperature. Because
we can independently measure the left side of
Eq. 3 with AMR and the right side with PMR,
we can search for signatures of motor activity
in the form of violations of the FD theorem.

As a control, we first verified the FD
theorem as expressed in Eq. 3 for an equilibrium
sample by directly comparing a´´(o) measured
with AMR and oC(o)/2kBT measured with
PMR. For cross-linked actin without myosin,
the agreement with Eq. 3 is shown in Fig. 2A.

Active processes create additional fluctua-
tions and are expected to make the right side of

Eq. 3 larger than the left side, thus violating the
FD theorem. Indirect evidence for this has been
reported in cells (3). We started with experi-
ments at 3.5 mM ATP, where motors are ex-
pected to be active. Interestingly, we saw no
difference between AMR and PMR results for
up to 5 hours (Fig. 2A). At longer times, how-
ever, a clear difference developed in the form
of strongly enhanced fluctuations at frequen-
cies below 10 Hz (Fig. 2B). The appearance of
these nonequilibrium fluctuations after a time lag
can be explained by a switching of the myosin
minifilaments from a nonprocessive mode, which
cannot generate forces between actin filaments,
to a processive tension-generating mode. Such a
transition is expected because the ratio of at-
tached to unattached time (duty ratio) of myosin
increases with decreasing ATP concentration,
when motor release induced by ATP binding
becomes the rate-limiting step in the chemical
cycle (20). Consistent with this, the lag time
increased with increasing initial ATP concentra-

Fig. 1. (A) Schematic of a bipolar myosin filament interacting with two actin filaments. Polarity
of actin is indicated by the +/− signs (myosin moves toward the plus end). (B) Differential in-
terference contrast microscopy image of bundled actin filaments at high salt concentration ([KCl] =
150 mM, actin concentration 1 mg/ml, myosin concentration 170 nM, no cross-links). As ATP
depletes, thick acto-myosin bundles form without phase separation. (C) At low salt concentration
([KCl] = 50 mM), active myosin filaments result in contraction of the actin network to form dense
acto-myosin aggregates (superprecipitation). Scale bars, 5 mm.

Fig. 2. Mechanical response of cross-linked nonactive and active gels (actin and myosin
concentrations as in Fig. 1). (A) The imaginary part of the response function a´´ measured by AMR
(circles) and the normalized power spectrum oC(o)/2kBT measured by PMR (lines). Open circles and
the dashed line denote cross-linked actin without myosin; solid circles and the solid line denote
networks with myosin 2.5 hours after sample preparation. For up to 5 hours, a´´ and oC(o)/2kBT
with and without myosin show good agreement, indicating that myosin activity did not yet produce
observable nonequilibrium fluctuations. (B) The same as (A) but 6.8 hours after sample preparation
(with myosin). Below 10 Hz, nonequilibrium fluctuations are observable as an enhancement of
oC(o)/2kBT relative to a´´.
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cal result gives two scaling regimes: hð ~RðtÞ # ~Rð0ÞÞ2i $
bðkBT! Þ1=2t"=2 for t % #R, and hð ~RðtÞ # ~Rð0ÞÞ2i $ bðkBTN! Þt"
for t & #R, where b is the Kuhn length, kBT is thermal
energy, ! is the drag coefficient, and N is the number of
monomers in the chain. Our analytical result provides the
general observation that the monomer MSD is expected to
scale as one-half of the particle’s MSD scaling in the same
medium for t % #R. Indeed, for a viscous medium with no
memory (" ¼ 1 for a particle), we recover Rouse’s origi-
nal prediction. However, if we set " ¼ 0:70, as is observed
for RNA-protein particles in the cytoplasm [2] (Table I),
then our theory gives a monomer MSD scaling of 0.35.
Thus, wewould expect a locus on the chromosome to move
with a scaling of $ 0:35 in vivo.

While our analytical result for the MSD scaling is con-
sistent with our experiments, other possible mechanisms
for subdiffusion, such as binding interactions or spatial
obstacles, must also be considered. To identify the under-
lying mechanism of subdiffusion in vivo, we calculate
the time-averaged MSD for individual chromosomal loci.
The scaling for the time-averaged MSD is 0:41(0:17
[Fig. 2(a) and 2(b)], which is the same as that found for
the ensemble-averaged MSD [Fig. 1(c), Table I]. This
agreement indicates an underlying ergodic process like
OD or FLM, but not CTRW [9,10]. RNA-protein particles
also exhibit ergodicity, though with an " almost twice as
large, where the time-averaged MSD scales as 0:69(0:20
(see also Ref. [2]). Furthermore, the broad distribution of
Dapp as measured for individual loci over time does not
necessarily indicate a CTRW, as has been suggested
[10,23]. Rather, we propose an alternative explanation,
namely, that this distribution is expected from trajectories
of finite length [24]. Indeed, our experimental distribution
falls just below the distribution for simulated trajectories of
100 time steps [Fig. 2(c), [16]]. Since our movies are 100
frames long, and not all trajectories are complete (due to
photobleaching and focus drift), this suggests that the

spread in the data is due to the finite measurement rather
than a nonstationary process such as CTRW.
To further distinguish between subdiffusion models, we

calculate the velocity autocorrelation function Cð$Þ
v ð#Þ ¼

hvðtþ #Þ * vðtÞi, where vðtÞ ¼ 1
$ ½rðtþ $Þ # rðtÞ, and $ ¼

1 s, for both a monomer (chromosomal loci) and a particle
(RNA-protein particles). Both probes have a negative au-
tocorrelation at short time lags (Fig. 3), indicating a ten-
dency to move back to a previous position. This
antipersistent behavior at short time scales is characteristic
of a viscoelastic environment. CTRW and OD, in contrast,
produce random, uncorrelated trajectories. Since the RNA-
protein particles exhibit a negative autocorrelation, this
result supports an underlying FLM mechanism and rules
out both CTRW and OD. The intrinsic elasticity of the
DNA polymer may also contribute to the negative velocity
autocorrelation for chromosomal loci, resulting in a larger
negative autocorrelation for the chromosomal loci than for
the RNA-protein particles.
Using our analytical results for a FLM polymer [12], the

velocity autocorrelation function of a discrete process with
time step $ is given by

Cð$Þ
v ðtÞ ¼ 1

$2 hð ~Rðtþ $Þ # ~RðtÞÞ * ð ~Rð$Þ # ~Rð0ÞÞi

¼

8
>>><
>>>:

Cvð#Þ
%2"ð1#"Þ ½2# ð1# %Þ" # ð1þ %Þ",; # - $

Cvð#Þ
%2"ð1#"Þ ½2þ ð%# 1Þ" # ð%þ 1Þ",þ
3kBT
!

sinð"&Þ
&ð1#"=2Þð1#"Þ"

1
$2 ð$# tÞ"; #< $

(1)

where Cvð#Þ ¼ # 3kBT
!

sinð"&Þ
&ð2#"Þ j#j"#2 [limit of Cð$Þ

v ð#Þ as

$ ! 0] and % ¼ $=# [12]. This theoretical prediction is
plotted in Fig. 3 with the experimentally measured values
of " and no additional fitting parameters, showing excel-
lent agreement with the data.
Finally, we return to Brownian dynamics simulations to

confirm that FLM, and not CTRW, can produce results
consistent with our experiments (see [16]). When mono-
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Fig. 6. Effects of active force on chromosome organization and dynamics. (A) MSD
of active and inactive loci compared with those under passive condition. Log-log plot
is shown in the panel on the right. (B) Distribution of active (A1) and inactive (B3) loci
with (a) and without (p) active force. In the presence of active force, the segregation
of active and inactive loci is more evident. (C) Relaxation times from intermediate
scattering functions. The wave number was mapped to the corresponding number of
loci inside the volume defined by the wave number. Red star symbols, the relaxation
times in the presence of active forces, are depicted for the comparison with those
under passive condition. Intermediate scattering functions under active condition are
compared with those under passive condition at varying frequencies.

Effects of active forces on chromosome dynamics. Living cell
nuclei abound with a plethora of activities such as replication,
transcription, and error-correcting dynamics. While these
processes bear local directionality, when mapped onto the phe-
nomenological description, we hypothesize that their e�ects
on the surrounding environment at time scale longer than
the noise correlation is approximately isotropic with a noise
strength greater than the thermal counterpart. We study how
increased noise strength (ÈR̨i(t) · R̨j(tÕ)Í = 6Di0”ij”(t ≠ tÕ) æ

12Di0”ij”(t≠tÕ)) on the active sites, comprised with monomers
of type A1 and A2 in our model, a�ects the dynamical prop-
erties of entire chromosome.

In the presence of active force, while the di�usion exponent
(— in MSD≥ t—) remain unaltered, the average MSD of A1 loci
exhibit ≥ 70 % increase relative to the passive case (Fig.6a).
The disproportionate increase in the mobility of A and B
type monomers enhances the phase segregation of the two
monomer types (Fig.6b). The active forces push A1 monomers
towards the surface of chromosome, and pull B3 monomers
to the center. Furthermore, the e�ects of active force are
global. At high frequency domain (k & 2fi/3a), the interme-
diate scattering function is practically indistinguishable for
active and passive cases (Fig.??). The di�ering e�ect of two
cases becomes clear at low frequency domain, namely at large
length scale (k . 2fi/5a). The e�ect of active force on the cor-
relation length lends itself when the correlation measurement
is carried out at large time gap (�t). The correlation length
(lc) increases monotonically with �t under passive condition,
whereas nonmonotonic change of lc is observed with increasing
�t under active force. It is of note that when �t is small
there no distinction between the e�ects of passive and active
force on lc, but they start diverging for �t & 103·BD ¥ 50
sec. Further, a similar nonmonotonic behavior of correlation
length with �t has been observed in DCS measurement on

genome-wide dynamics (12).
Relaxation time (·) of subdomain, whose size is › = 2fi/k,

can be estimated by evaluating ·k =
s Œ

0 Fk(t)/Fk(0)dt, and
this relaxation time can be related to the number of segments
comprising the subdomain as › ≥ 2fi/k ≥ s1/3. Given that the
chromosome domain lose its original memory of configuration
by spatial di�usion, the relaxation time · is expected to obey
· ≥ ›2/De� ≥ (s1/3)2/(D0/s) ≥ s5/3. The relaxation time
of subdomain estimated from our chromosome model indeed
scales with its size as · ≥ s5/3 (Fig.6c).

Discussion

Our simulation results suggest that in the absence of active
components, the di�usion of DNA loci on the length scale
of a chromosome territory (MSD ≥ t—) is governed by the
local organization of chain (R ≥ s‹), satisfying the relation
— = 2‹/(2‹ + 1). The space-filling organization of chromatin
chain (‹ = 1/3) in the intermediate length scale of genomic
distance gives rise to P (s) ≥ s≠1 and — = 0.4. A varying
value of — (or equivalently ‹) in time (space) is thus linked to
scale-dependent di�usion inside the cell nucleus.

Without modeling a very viscous nuclear plasma or other
crowding e�ects explicitly, autocorrelation function of displace-
ment of loci shows that the space-filling chromatin chain itself
is already su�cient to provide a viscoelastic environment for
the interior loci. Movements of di�erent loci are orchestrated
by the propagation of stress through the interaction network,
which results in micrometer-sized dynamic correlated regions
on time scales of second. Meanwhile, it also reveals genomic
position-dependent dynamic cross-correlations, which might
be related to specific transcriptional couplings.

Our study predicts that it takes hours for chromatin chain
to change its original configuration to another, escaping from
one local basin of attraction to another. The lifetime of chro-
matin domain or subdomain spans several orders of magnitude
depending on its size (Fig.5). While local domain of size . Mb
is rearranged on the time scale of t < 103·BD ≥ 50 seconds,
TADs and subcompartments survive for minutes and hours.
This o�ers a unified view of the structural fluctuations within
Mb-sized domains, which probably be necessary for e�cient
nuclear functions, and the architecture of a long lifetime could
be a inevitable consequence of the spatial constraint inherent
to the crumpled polymer (27). Another hint from the separa-
tion in lifetime is that, without losing too much influence from
other domains, fine-grained models of one single TAD (55)
will be more suitable for applications such as cis-regulation. It
is of note that on average the maximal range sampled by the
loci in our simulations is about 7.4a (Fig.2 (a)). This value is
still smaller than the entanglement length ¥ 10.6a, which can
be estimated from the relation of end-to-end distance with sk,
Ree(sk) where sk ¥ N/È|�(≠1)|Í ¥ 520 is the averaged ge-
nomic size between two crossings in the structural ensemble. It
will take longer time for the chromatin chain to thread through
each other for (un)tying a knot, and even longer time to reach
a “truly” equilibrated state. This time scale is greater than
that of a typical cell cycle, which justifies our conclusion that
the interphase chromatin configurations are in meta-stable
states. This picture under inanimate condition changes upon
introduction of activity (12, 56, 57), which enhances chain
fluctuations and disturb inter-loci contacts. Notably, the e�ect
of activity on chromosome dynamics manifests itself only at
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Biological activities in the INTERPHASE  

1. do NOT affect the diffusion exponent (β=0.4) — SF organization (ν=1/3) unaltered. 

2. only affect the low frequency modes 

As we analytically derived the subdiffusive MSD (Eq 13), the experimental result clearly
shows subdiffusion of single-nucleosomes: using Eq 1, the plots fit well with the MSD curves
0.018 t0.44 μm2 and 0.013 t0.39 μm2 for the interior and the periphery, respectively.

MSD is lower at the nuclear periphery than the interior, indicating that
heterochromatin-rich CDs are more compact

Comparing Eqs 1 and 13, β and Dapp are calculated as

b à a � 2

2á df
; Ö14Ü

Fig 2. Single-nucleosome imaging and analysis. (A) Single-nucleosome image of a human HeLa cell nucleus expressing H2B-PA-mCherry. Each dot
represents single nucleosome. (B) Evidence that each dot represents single-nucleosome molecule. Each H2B-PA-mCherry dot shows single-step
photobleaching. The vertical axis represents the fluorescence intensity of each H2B-PA-mCherry dot. The horizontal axis is the tracking time series (each
photobleaching point is set as time 0; the average and the standard deviation at each time point were calculated for 50 dots.). Due to the clear single-step
photobleaching profile of the H2B-PA-mCherry dots, each dot shows a single H2B-PA-mCherry molecule in a single nucleosome. (C) A scheme for nuclear
interior (Top) and periphery (Bottom) imaging. Focal plane (red) in the living cells is shown. See also S1 Fig. (D) Representative trajectories of fluorescently
labeled single nucleosome (50 ms per frame). (E) Plots of the MSD at the interior and periphery regions. These fit well with the MSD curves using Eq 1.

doi:10.1371/journal.pcbi.1005136.g002

Nucleosome Movement and Structural Information of Chromatin Domains

PLOS Computational Biology | DOI:10.1371/journal.pcbi.1005136 October 20, 2016 7 / 16

As we analytically derived the subdiffusive MSD (Eq 13), the experimental result clearly
shows subdiffusion of single-nucleosomes: using Eq 1, the plots fit well with the MSD curves
0.018 t0.44 μm2 and 0.013 t0.39 μm2 for the interior and the periphery, respectively.

MSD is lower at the nuclear periphery than the interior, indicating that
heterochromatin-rich CDs are more compact

Comparing Eqs 1 and 13, β and Dapp are calculated as

b à a � 2

2á df
; Ö14Ü

Fig 2. Single-nucleosome imaging and analysis. (A) Single-nucleosome image of a human HeLa cell nucleus expressing H2B-PA-mCherry. Each dot
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photobleaching. The vertical axis represents the fluorescence intensity of each H2B-PA-mCherry dot. The horizontal axis is the tracking time series (each
photobleaching point is set as time 0; the average and the standard deviation at each time point were calculated for 50 dots.). Due to the clear single-step
photobleaching profile of the H2B-PA-mCherry dots, each dot shows a single H2B-PA-mCherry molecule in a single nucleosome. (C) A scheme for nuclear
interior (Top) and periphery (Bottom) imaging. Focal plane (red) in the living cells is shown. See also S1 Fig. (D) Representative trajectories of fluorescently
labeled single nucleosome (50 ms per frame). (E) Plots of the MSD at the interior and periphery regions. These fit well with the MSD curves using Eq 1.
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Continuous photobleaching of GFP–lamin A. Lamin A at the
lamina is highly immobile, which is important for the anchorage
of chromatin to the nuclear periphery. To test whether the
nucleoplasmic pool of lamin A can affect genome organization not
only through anchorage to the lamina, but also locally in the
volume of the nucleus, we used continuous photobleaching28. The
continuous photobleaching technique is based on measuring the
fluorescence intensity of labelled proteins (GFP–lamin A) in a
specific small region of the live cell. We repeated the
measurements in a series of points randomly selected in the
nuclear interior. The interplay between the bleaching rate and
diffusion that replenishes the bleached fraction enables the
characterization of the molecule’s dynamics29. By measuring the
cntinuous photobleaching of eGFP–pre-lamin A in a small
confocal spot in the nucleoplasm, we could extract the ratio of
free-to-bound lamin A. eGFP–pre-lamin A has been used
numerous times and described to have similar dynamic
properties during the cell cycle as endogenous lamin A18.

The fraction of freely diffusing lamin A in the nucleoplasm was
found to be 63±12% (Fig. 4, 27 cells), which means that a
significant fraction (B40%) of bound immobile lamin A is found
in the centre of the nucleus. This stable fraction of lamin A can
therefore govern anomalous chromatin diffusion by direct or
indirect interaction with chromatin and provides strong evidence
to the local mechanism by which lamin A governs chromatin
dynamics.

Diffusion of telomeres in cells expressing mutated lamin A.
Finally, to further characterize the effect of lamin A on
chromosome dynamics, we measured the influence of mutated
lamin A proteins linked to different diseases30 (Supplementary
Fig. 8 and Supplementary Table 3). Four of these disease
mutants were expressed in Lmna–/– cells, each with a different
mutation in the rod (L85R and N195K) or tail (R482W and L530)
domains of the lamin A protein. For each mutant, we measured
and analysed over 500 separate trajectories of telomeres. In all
four cases the telomere diffusion characteristics were corrected
only partially towards the diffusion characteristics in Lmnaþ /þ

cells. This is in contrast to expression of WT eGFP–pre-lamin A
in Lmna–/– cells which fully retrieved the anomalous diffusion in
Lmnaþ /þ (Fig. 2a). We conclude that both rod and tail domains
of lamin A are responsible for maintaining proper chromosomal
organization. Since the rod domain of lamin A is responsible for
formation of the protein dimer, and the tail domain for
interaction with histones and DNA31, this suggests a possible
crosslinking mechanism of two chromatin strands through lamin
A protein oligomers.

Lamin A depletion leads to a transition from slow anomalous
diffusion to fast normal diffusion for t47 s and distances beyondffiffiffiffiffiffiffiffi

r2h i
p

B100 nm. Polymer diffusion models predict anomalous
diffusion of monomers up to the length scales of the polymer
globule (here a chromosome territory of size rB1mm)5,32. More
than this, fast normal diffusion is not expected for polymers in
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Figure 2 | Lamin A depletion changes chromatin diffusion. (a) MSDs divided by time for telomeres in Lmnaþ /þ cells (black squares, N¼474),
Lmna# /# cells (red circles, N¼ 503) and Lmna# /# cells after transfection with eGFP–pre-lamin A (blue triangles, N¼ 220). Symbols designate the
average locus MSD while shaded areas mark the s.d. of all single loci MSDs. (b) Histograms of the anomalous exponent, a, for individual telomeres in
Lmnaþ /þ (black bars) and Lmna# /# cells (grey bars). (c) Histograms of a values of individual telomeres in U2OS cells after siRNA-mediated knockdown
of lamin A (black) and control (grey). A clear increase in the anomalous exponent is found (Student’s t-test Po10# 10). (d) Depletion of LAP2a in MF cells
does not change the anomalous diffusion. Lap2aþ /þ telomeres in black squares (N¼ 551) and Lap2a# /# telomeres in red circles (N¼629).
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chromatin13, by monitoring telomere dynamics in wild-type
(WT) Lap2aþ /þ and Lap2a" /" MFs (Fig. 2d). In contrast
to the results found for lamin A, telomere diffusion was found to
be anomalous in both WT cells (a¼ 0.75±0.1, 550 telomeres)
and in Lap2a" /" MFs (a¼ 0.6±0.15, 630 telomeres). Thus,
the transformation from anomalous to normal diffusion
found for lamin A-depleted cells does not occur by depleting
other chromatin-binding proteins in the nuclear interior, such as
LAP2a.

Lamin A depletion also led to much faster genome dynamics
(Supplementary Movies 2 and 3), as well as larger nuclear areas
scanned, as demonstrated by plotting telomere and centromere
movement areas in different cells (Fig. 3a–c and Supplementary
Table 1).

Altogether, these results reveal an unrecognized role of lamin A
in chromatin dynamics. Such an effect on the chromatin
dynamics has not been observed so far, and specifically lamin
A is the first protein found to induce such an effect.

Diffusion of genomic loci in ATP depletion conditions. To test
if the anomalous subdiffusion results from an active process or
through genome packaging, we measured ATP-depleted cells and
cells under osmotic stress, (Supplementary Fig. 6, 201 and 214
telomeres, respectively). Although under these conditions
telomere diffusion became slower, the diffusion type remained

anomalous. Similarly, telomere diffusion in Lmna–/– cells under
ATP depletion conditions (Supplementary Fig. 6) was slower,
but the diffusion type remained normal (231 telomeres). Hence,
the properties of chromosome diffusion are primarily not driven
by ATP or chromatin condensation.

Diffusion of internal and peripheral telomeres. One of the
proposed mechanisms for genome organization relies on
the binding of chromosomes to the peripheral lamina. If that is
the dominant mechanism, the dynamic properties of genomic
sites should mainly depend on their distance from the lamina.
To test this concept, we measured the diffusion of peripheral
and interior telomeres (Fig. 3d). In Lmnaþ /þ cells both
peripheral and interior telomeres exhibited slow and anomalous
diffusion, and in Lmna" /" cells both showed significantly faster
and normal diffusion. Peripheral telomeres showed an average
volume of motion of 0.015 mm3 in Lmnaþ /þ compared with
0.13 mm3 in Lmna" /" cells (Supplementary Fig. 7), while
internal telomeres showed an increase of average volume from
0.017 mm3 in lamin-expressing cells to 0.07 mm3 in lamin-depleted
cells (Fig. 3e). Although binding to the lamina affects the
dynamics, it is unlikely that this binding alone can affect the
diffusion properties at short times in the nucleus interior.
Therefore, it is likely that there is another local mechanism that
governs genome dynamics at every region in the nuclear interior.
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Figure 1 | Chromatin diffusion is anomalous. (a) Fluorescence image of a typical nucleus expressing GFP–TRF2 proteins marking telomeres (green)
with Hoechst staining (blue). Scale bar, 1 mm. (b) Gray circles show the MSD of an ensemble of simulated diffusing particles for normal diffusion (centre)
with a¼ 1, D¼ 2.8$ 10"4 mm2 s" 1 compared with anomalous diffusion with a¼0.5, D¼ 2.8$ 10"4 mm2 s"0.5 (top right). Grey levels indicate time,
with black at t¼0 and lightest gray at t¼ 1,800 s. Overlaid are two representative trajectories, the colour represents time. The restricted nature of
anomalous diffusion is clearly seen. (c) MSD divided by time in U2OS cells as measured for telomeres (black squares, N¼958), centromeres (red circles,
N¼ 957) and a genomic locus consisting of an integrated lacO array (blue triangles, N¼ 20). (d) MSD divided by time for telomere diffusion in NIH3T3
(black squares, N¼ 325) and HeLa cells (red circles, N¼ 166), all showing anomalous subdiffusion. Symbols designate the average locus MSD while
shaded areas mark the s.d. of all single loci MSDs. Individual cell types are presented in Supplementary Figs 1 and 3.
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Fig. 6. Effects of active force on chromosome organization and dynamics. (A) MSD
of active and inactive loci compared with those under passive condition. Log-log plot
is shown in the panel on the right. (B) Distribution of active (A1) and inactive (B3) loci
with (a) and without (p) active force. In the presence of active force, the segregation
of active and inactive loci is more evident. (C) Relaxation times from intermediate
scattering functions. The wave number was mapped to the corresponding number of
loci inside the volume defined by the wave number. Red star symbols, the relaxation
times in the presence of active forces, are depicted for the comparison with those
under passive condition. Intermediate scattering functions under active condition are
compared with those under passive condition at varying frequencies.

Effects of active forces on chromosome dynamics. Living cell
nuclei abound with a plethora of activities such as replication,
transcription, and error-correcting dynamics. While these
processes bear local directionality, when mapped onto the phe-
nomenological description, we hypothesize that their e�ects
on the surrounding environment at time scale longer than
the noise correlation is approximately isotropic with a noise
strength greater than the thermal counterpart. We study how
increased noise strength (ÈR̨i(t) · R̨j(tÕ)Í = 6Di0”ij”(t ≠ tÕ) æ

12Di0”ij”(t≠tÕ)) on the active sites, comprised with monomers
of type A1 and A2 in our model, a�ects the dynamical prop-
erties of entire chromosome.

In the presence of active force, while the di�usion exponent
(— in MSD≥ t—) remain unaltered, the average MSD of A1 loci
exhibit ≥ 70 % increase relative to the passive case (Fig.6a).
The disproportionate increase in the mobility of A and B
type monomers enhances the phase segregation of the two
monomer types (Fig.6b). The active forces push A1 monomers
towards the surface of chromosome, and pull B3 monomers
to the center. Furthermore, the e�ects of active force are
global. At high frequency domain (k & 2fi/3a), the interme-
diate scattering function is practically indistinguishable for
active and passive cases (Fig.??). The di�ering e�ect of two
cases becomes clear at low frequency domain, namely at large
length scale (k . 2fi/5a). The e�ect of active force on the cor-
relation length lends itself when the correlation measurement
is carried out at large time gap (�t). The correlation length
(lc) increases monotonically with �t under passive condition,
whereas nonmonotonic change of lc is observed with increasing
�t under active force. It is of note that when �t is small
there no distinction between the e�ects of passive and active
force on lc, but they start diverging for �t & 103·BD ¥ 50
sec. Further, a similar nonmonotonic behavior of correlation
length with �t has been observed in DCS measurement on

genome-wide dynamics (12).
Relaxation time (·) of subdomain, whose size is › = 2fi/k,

can be estimated by evaluating ·k =
s Œ

0 Fk(t)/Fk(0)dt, and
this relaxation time can be related to the number of segments
comprising the subdomain as › ≥ 2fi/k ≥ s1/3. Given that the
chromosome domain lose its original memory of configuration
by spatial di�usion, the relaxation time · is expected to obey
· ≥ ›2/De� ≥ (s1/3)2/(D0/s) ≥ s5/3. The relaxation time
of subdomain estimated from our chromosome model indeed
scales with its size as · ≥ s5/3 (Fig.6c).

Discussion

Our simulation results suggest that in the absence of active
components, the di�usion of DNA loci on the length scale
of a chromosome territory (MSD ≥ t—) is governed by the
local organization of chain (R ≥ s‹), satisfying the relation
— = 2‹/(2‹ + 1). The space-filling organization of chromatin
chain (‹ = 1/3) in the intermediate length scale of genomic
distance gives rise to P (s) ≥ s≠1 and — = 0.4. A varying
value of — (or equivalently ‹) in time (space) is thus linked to
scale-dependent di�usion inside the cell nucleus.

Without modeling a very viscous nuclear plasma or other
crowding e�ects explicitly, autocorrelation function of displace-
ment of loci shows that the space-filling chromatin chain itself
is already su�cient to provide a viscoelastic environment for
the interior loci. Movements of di�erent loci are orchestrated
by the propagation of stress through the interaction network,
which results in micrometer-sized dynamic correlated regions
on time scales of second. Meanwhile, it also reveals genomic
position-dependent dynamic cross-correlations, which might
be related to specific transcriptional couplings.

Our study predicts that it takes hours for chromatin chain
to change its original configuration to another, escaping from
one local basin of attraction to another. The lifetime of chro-
matin domain or subdomain spans several orders of magnitude
depending on its size (Fig.5). While local domain of size . Mb
is rearranged on the time scale of t < 103·BD ≥ 50 seconds,
TADs and subcompartments survive for minutes and hours.
This o�ers a unified view of the structural fluctuations within
Mb-sized domains, which probably be necessary for e�cient
nuclear functions, and the architecture of a long lifetime could
be a inevitable consequence of the spatial constraint inherent
to the crumpled polymer (27). Another hint from the separa-
tion in lifetime is that, without losing too much influence from
other domains, fine-grained models of one single TAD (55)
will be more suitable for applications such as cis-regulation. It
is of note that on average the maximal range sampled by the
loci in our simulations is about 7.4a (Fig.2 (a)). This value is
still smaller than the entanglement length ¥ 10.6a, which can
be estimated from the relation of end-to-end distance with sk,
Ree(sk) where sk ¥ N/È|�(≠1)|Í ¥ 520 is the averaged ge-
nomic size between two crossings in the structural ensemble. It
will take longer time for the chromatin chain to thread through
each other for (un)tying a knot, and even longer time to reach
a “truly” equilibrated state. This time scale is greater than
that of a typical cell cycle, which justifies our conclusion that
the interphase chromatin configurations are in meta-stable
states. This picture under inanimate condition changes upon
introduction of activity (12, 56, 57), which enhances chain
fluctuations and disturb inter-loci contacts. Notably, the e�ect
of activity on chromosome dynamics manifests itself only at
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Fig. S4. Spatial correlation of loci displacements C�t
s (r) with varying lag time (�t) in the presence of active noise (see the

main text for details).
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Summary
• Chromosome structure and dynamics using homopolymers            

P(s) ~ s-γ: equilibrium/crumpled globule, reptation, slow dynamics due 
to confinement  

• HiC data-based heteropolymer model to study chromoosome 
structure and dynamics 

• Chain organization of chromosome at intermediate length scale and its 
dynamical behaviors are determined by the SF organization (ν=1/3) 
of chromatin chain.  

• Effects of “biological activity” on the interphase chromatin 
organization and dynamics. (Only the low frequency modes are 
affected). 
Wp ⇠ kBT/ps � Wa ⇠ 20kBT/10ms

 54

NpWp � NaWa (for interphase)


