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Part I: Working memory

Working memory: cognitive psychology
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Working memory: cognitive psychology

Cognitive process that is responsible for temporarily 
maintaining and manipulating information.

Example from language:

The athlete realized his goals, which were formed during childhood, to 
qualify for this year’s Olympic team, … (quickly/were unattainable).

Problem of long-term dependencies
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Figure 1.5: Monkey/human homology of persistent neural activity during the delay period of 
working memory tasks. While recording from the principal sulcus of the macaque monkey (top), a 
subset of neurons sustain elevated firing rates after the onset of the cue until a subsequent 
behavioral response (Funahashi et al., 1989). Similarly, during human neuroimaging experiments 
(bottom), an elevated BOLD response that persists throughout the delay period of WM tasks can be 
observed in regions of prefrontal and parietal cortices (Srimal & Curtis, 2008). Interestingly, this 
persistent activity is absent in the dorsolateral prefrontal cortex, the homologue of the monkey 
principal sulcus. Instead, prefrontal persistent activity is observed more posterior, in the precentral 
sulcus (black circle). 

MACAQUE

Funahashi, Bruce & Goldman-Rakic (1989)
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behavioral response (Funahashi et al., 1989). Similarly, during human neuroimaging experiments 
(bottom), an elevated BOLD response that persists throughout the delay period of WM tasks can be 
observed in regions of prefrontal and parietal cortices (Srimal & Curtis, 2008). Interestingly, this 
persistent activity is absent in the dorsolateral prefrontal cortex, the homologue of the monkey 
principal sulcus. Instead, prefrontal persistent activity is observed more posterior, in the precentral 
sulcus (black circle). 

HUMAN

Srimal & Curtis (2008)

Example: oculomotor delayed-response (ODR) task
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Figure 1.2: Delayed response tasks used to measure working memory performance. (A) Classic 
delayed response task. In the cue phase, one of two food wells are baited in front of the monkey. A 
screen is then placed in front of the animal for several seconds so it cannot see the wells, but must 
remember which well the food was placed in (delay phase). Finally, the screen is lifted and the 
monkey reaches for which covered food well he believes contains food (response phase) (B) 
Oculomotor delayed response task. During the cue phase, the monkey fixates on a dot at the center 
of the screen while one of 8 locations is briefly cued in the periphery. After the cue disappears, the 
monkey must gold the cued location in WM while it continues to fixate through the delay phase. 
The central fixation point then disappears, signaling the animal to make an eye movement to 
where he remembers the cue to have been presented. Adapted from Curtis & D’Esposito, 2004.
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Figure 1.2: Delayed response tasks used to measure working memory performance. (A) Classic 
delayed response task. In the cue phase, one of two food wells are baited in front of the monkey. A 
screen is then placed in front of the animal for several seconds so it cannot see the wells, but must 
remember which well the food was placed in (delay phase). Finally, the screen is lifted and the 
monkey reaches for which covered food well he believes contains food (response phase) (B) 
Oculomotor delayed response task. During the cue phase, the monkey fixates on a dot at the center 
of the screen while one of 8 locations is briefly cued in the periphery. After the cue disappears, the 
monkey must gold the cued location in WM while it continues to fixate through the delay phase. 
The central fixation point then disappears, signaling the animal to make an eye movement to 
where he remembers the cue to have been presented. Adapted from Curtis & D’Esposito, 2004.

Working memory: neuroscience



Working memory models
(sustained delay-period activity)

Delay

Cue/target Response/eye 
movement

Compte Brunel, Goldman-Rakic, & Wang (2000)

Weaknesses of the delayed-response / 
sustained delay-period activity paradigm

Working memory involves maintenance and manipulation, 
but most of the neuroscience focuses only on maintenance.

Neural activity can exhibit complicated dynamics during a delay 
period.
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precise chain disruption (Extended data Fig. 3g). For each mouse, we 
used the minimum light intensity that, when delivered specifically 
during the delay, was sufficient to render it incapable of appropriate  
sensory selection, as has been shown previously8. Under those 
 conditions, we found evidence for driving fast-spiking neurons, but 
overall, regular-spiking neurons were generally only slightly inhibited 
(Extended Data Fig. 3h, i). Nonetheless, laser delivery over the entire 
delay resulted in diminished rule tuning (Fig. 1i, j and Extended Data 
Figs 3j, 4a). Temporally limited manipulations revealed that early PFC 
manipulation diminished late task rule representation, even when the 
rule presentation period itself was spared (Fig. 1k, l and Extended Data 
Fig. 4b–d).

While synaptic PFC chains are probably necessary for  sustaining 
rule representation, they are not sufficient, as presenting the two 
rule- associated cues outside of the task did not generate PFC tuning 
(Extended Data Fig. 4e, f). This indicated that additional factors are 
required for PFC populations to represent task rules. Given previous 
work that has shown a notable role for the mediodorsal thalamus in 
executive function2,22, and its heavy reciprocal connectivity with the 
PFC23, we investigated whether its interaction with the PFC was a factor.

Bilateral optogenetic suppression of the mediodorsal thalamus 
 during the delay rendered mice incapable of appropriate sensory 
 selection in the 2AFC task (Fig. 2a). Similar suppression in the 4AFC 
task resulted in identical error patterns to those resulting from PFC 
suppression (executive errors; Fig. 2b and Extended Data Fig. 5a, b), 
and ones that were distinct from those resulting from visual thalamic 
suppression (lateral geniculate nucleus (LGN); Fig. 2b and Extended 
Data Fig. 5c). Consistent with this behavioural dissociation, LGN 

suppression did not affect PFC rule-tuning (Extended Data Fig. 6a), 
whereas suppression of the mediodorsal thalamus diminished rule 
maintainence(Fig. 2c–g and Extended Data Fig. 6b–e) while largely 
sparing rule initiation (first 100 ms, during rule presentation; Fig. 2d, e).  
Suppression of the mediodorsal thalamus limited to the latter half of the 
delay was less effective at eliminating population coding and behaviour 
compared to an equivalent period of local PFC suppression (Extended 
Data Fig. 6e). These differences indicate that mediodorsal activity may 
not be required for initial rule encoding, and that the mediodorsal 
 thalamus may be recruited by the PFC to sustain rule representation 
in a  manner that outlasts mediodorsal neuronal spiking. Consistent 
with this, optogenetic PFC suppression in 100-ms bins across the delay 
resulted in identical behavioural effects throughout, whereas corre-
sponding  mediodorsal suppression resulted in a weaker effect at the 
earliest and latest bins (Fig. 2h). Notably, mediodorsal dependency was 
linked to delay length (Fig. 2i).

To understand how mediodorsal neurons sustained PFC representa-
tions, we recorded their spiking during the task (Fig. 2j). Certain 
mediodorsal neurons displayed temporally limited enhanced spiking 
during the task delay, but were non-selective to rule as the vast majority 
showed identical activity for both the attend to vision and attend to 
audition trials (Fig. 2k, l, Extended Data Fig. 7a and Supplementary 
Note 2). As such, it was not surprising that this mediodorsal popula-
tion was uninformative to the task rule (Fig. 2m and Extended Data  
Fig. 7b–e). Notably, peaks were only encountered in the lateral 
 mediodorsal thalamus (Extended Data Fig. 7f), consistent with 
their reciprocal connectivity pattern with the PFC24 (Extended Data  
Fig. 7g, h). In fact, 58% of neurons recorded in the lateral mediodorsal 
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Figure 1 | Task-specific sequential PFC activity 
maintains rule representation. a, Schematic 
of task design. b, Example peri-stimulus time 
histogram (PSTH) and rasters for neurons 
tuned to either attend to vision (red) or attend 
to audition (blue) rules. c, Examples of tuning 
peaks across multiple sessions. d, Task-variable 
information, indicates that tuned neurons 
(n =  512 neurons from four mice) reflect rule 
information (top, green), but not movement 
(top, grey), whereas unturned neurons do not 
reflect rule information (n =  2,727, bottom). 
AU, arbitrary units. e, Example spike-time cross-
correlation between two neurons (50-µ s bins), 
indicating a putative monosynaptic connection. 
f, Putative monosynaptic connections in same 
rule tuned pairs showed a significantly larger 
average peak. Vertical ticks indicate peak times. 
Opp. rule, opposite rule. g, Cumulative plot 
showing cross-correlation values for each pair. 
Kolmogorov–Smirnov test. h, Same rule tuned 
pairs with putative monosynaptic connections 
had overlapping tuning peaks. i, Raster and 
PSTH examples showing diminished tuning 
during optogenetic activation of inhibitory 
neurons (blue shading indicates laser on).  
j, Quantification of laser effects on peak sizes 
(n =  94 neurons, three mice; example in Extended 
Data Fig. 3j). k, l, Temporally limited optogenetic 
manipulations indicate that later tuning depends 
on earlier activity. Blue line, laser on; green line, 
mean; green shading, 95% confidence interval 
(CI); grey shading, 95% CI for the baseline.
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precise chain disruption (Extended data Fig. 3g). For each mouse, we 
used the minimum light intensity that, when delivered specifically 
during the delay, was sufficient to render it incapable of appropriate  
sensory selection, as has been shown previously8. Under those 
 conditions, we found evidence for driving fast-spiking neurons, but 
overall, regular-spiking neurons were generally only slightly inhibited 
(Extended Data Fig. 3h, i). Nonetheless, laser delivery over the entire 
delay resulted in diminished rule tuning (Fig. 1i, j and Extended Data 
Figs 3j, 4a). Temporally limited manipulations revealed that early PFC 
manipulation diminished late task rule representation, even when the 
rule presentation period itself was spared (Fig. 1k, l and Extended Data 
Fig. 4b–d).

While synaptic PFC chains are probably necessary for  sustaining 
rule representation, they are not sufficient, as presenting the two 
rule- associated cues outside of the task did not generate PFC tuning 
(Extended Data Fig. 4e, f). This indicated that additional factors are 
required for PFC populations to represent task rules. Given previous 
work that has shown a notable role for the mediodorsal thalamus in 
executive function2,22, and its heavy reciprocal connectivity with the 
PFC23, we investigated whether its interaction with the PFC was a factor.

Bilateral optogenetic suppression of the mediodorsal thalamus 
 during the delay rendered mice incapable of appropriate sensory 
 selection in the 2AFC task (Fig. 2a). Similar suppression in the 4AFC 
task resulted in identical error patterns to those resulting from PFC 
suppression (executive errors; Fig. 2b and Extended Data Fig. 5a, b), 
and ones that were distinct from those resulting from visual thalamic 
suppression (lateral geniculate nucleus (LGN); Fig. 2b and Extended 
Data Fig. 5c). Consistent with this behavioural dissociation, LGN 

suppression did not affect PFC rule-tuning (Extended Data Fig. 6a), 
whereas suppression of the mediodorsal thalamus diminished rule 
maintainence(Fig. 2c–g and Extended Data Fig. 6b–e) while largely 
sparing rule initiation (first 100 ms, during rule presentation; Fig. 2d, e).  
Suppression of the mediodorsal thalamus limited to the latter half of the 
delay was less effective at eliminating population coding and behaviour 
compared to an equivalent period of local PFC suppression (Extended 
Data Fig. 6e). These differences indicate that mediodorsal activity may 
not be required for initial rule encoding, and that the mediodorsal 
 thalamus may be recruited by the PFC to sustain rule representation 
in a  manner that outlasts mediodorsal neuronal spiking. Consistent 
with this, optogenetic PFC suppression in 100-ms bins across the delay 
resulted in identical behavioural effects throughout, whereas corre-
sponding  mediodorsal suppression resulted in a weaker effect at the 
earliest and latest bins (Fig. 2h). Notably, mediodorsal dependency was 
linked to delay length (Fig. 2i).

To understand how mediodorsal neurons sustained PFC representa-
tions, we recorded their spiking during the task (Fig. 2j). Certain 
mediodorsal neurons displayed temporally limited enhanced spiking 
during the task delay, but were non-selective to rule as the vast majority 
showed identical activity for both the attend to vision and attend to 
audition trials (Fig. 2k, l, Extended Data Fig. 7a and Supplementary 
Note 2). As such, it was not surprising that this mediodorsal popula-
tion was uninformative to the task rule (Fig. 2m and Extended Data  
Fig. 7b–e). Notably, peaks were only encountered in the lateral 
 mediodorsal thalamus (Extended Data Fig. 7f), consistent with 
their reciprocal connectivity pattern with the PFC24 (Extended Data  
Fig. 7g, h). In fact, 58% of neurons recorded in the lateral mediodorsal 
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Figure 1 | Task-specific sequential PFC activity 
maintains rule representation. a, Schematic 
of task design. b, Example peri-stimulus time 
histogram (PSTH) and rasters for neurons 
tuned to either attend to vision (red) or attend 
to audition (blue) rules. c, Examples of tuning 
peaks across multiple sessions. d, Task-variable 
information, indicates that tuned neurons 
(n =  512 neurons from four mice) reflect rule 
information (top, green), but not movement 
(top, grey), whereas unturned neurons do not 
reflect rule information (n =  2,727, bottom). 
AU, arbitrary units. e, Example spike-time cross-
correlation between two neurons (50-µ s bins), 
indicating a putative monosynaptic connection. 
f, Putative monosynaptic connections in same 
rule tuned pairs showed a significantly larger 
average peak. Vertical ticks indicate peak times. 
Opp. rule, opposite rule. g, Cumulative plot 
showing cross-correlation values for each pair. 
Kolmogorov–Smirnov test. h, Same rule tuned 
pairs with putative monosynaptic connections 
had overlapping tuning peaks. i, Raster and 
PSTH examples showing diminished tuning 
during optogenetic activation of inhibitory 
neurons (blue shading indicates laser on).  
j, Quantification of laser effects on peak sizes 
(n =  94 neurons, three mice; example in Extended 
Data Fig. 3j). k, l, Temporally limited optogenetic 
manipulations indicate that later tuning depends 
on earlier activity. Blue line, laser on; green line, 
mean; green shading, 95% confidence interval 
(CI); grey shading, 95% CI for the baseline.
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Sequential activity Working memory: AI
Long short term memory networks (LSTMs):

τ i
dyi
dt

= −yi +ui

τ i =1/ zi
u = tanh Wyxx+Wyyv+bu( )
vi = riyi
z =σ Wzxx+Wzyy+bz( )
r =σ Wrxx+Wryy+br( )

σ x( ) = ex

ex +1

Colah’s blog, Understanding LSTM Networks (2015)
see also:

Hochreiter & Schmidhuber (1997)
Cho et al. (2014)
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Insight: gated integration and reset



PANDARUS:
Alas, I think he shall be come approached and the day
When little srain would be attain'd into being never fed,
And who is but a chain and subjects of his death,
I should not sleep.

Second Senator:
They are away this miseries, produced upon my soul,
Breaking and strongly should be buried, when I perish
The earth and thoughts of many states.

DUKE VINCENTIO:
Well, your wit is in the care of side and that.

Second Lord:
They would be ruled after this chamber, and
my fair nues begun out of the fact, to be conveyed,
Whose noble souls I'll have the heart of the wars.

Clown:
Come, sir, I will make did behold your worship.

VIOLA:
I'll drink it.

Learning to generate Shakespeare

Karpathy’s blog, The Unreasonable Effectiveness of 
Recurrent Neural Networks  (2015)

Leaky neural integrator
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What’s an eigenvector?

Stability depends on the 
eigenvectors of recurrent 
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x̂ =Wryy =V
tyReadout / decoding weights:

V: columns are the eigenvectors of the recurrent 
weight matrix with corresponding eigenvalues = 1

Encoding / embedding weights: z =Wzxx =Vx

Representational dimensionality D = 2
(i.e., 2D continuous attractor).

Readout derivation

p =Vty0
ys =Vp

y0 =Vx0
Encoding / embedding (during target presentation):

Steady-state responses during delay period:

Readout during delay period (after reaching steady state):
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Manipulation with 
gated integration

Double-step saccade task

Recurrent 
weight 
matrix
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Recurrent 
weight 
matrix

x̂ =Wryy =V
tyReadout weights:

V: columns are complex-valued 
eigenvectors with eigenvalues that have 
real part = 1. Imaginary part determines 
oscillation frequency.

Encoding weights: z =Wzxx =Vx

Representational dimensionality D = 2.

Sequential activity

Complex dynamics

Complex-valued 
recurrent weight 
matrix

Representational 
dimensionality D = 10.

Real part Imaginary part

Stability and E:I balance
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Wŷy =
2 −1
2 −0.25

⎛
⎝⎜

⎞
⎠⎟

′Wŷy = d 1
τy( ) Wŷy − I( )

fi = 1000
2π Im λi( )

τ yj

dyj
dt

= −yj +
bj
+

1+bj
+( )z j + 1

1+aj
+( ) ŷ j

d τ y( ) dydt = −y +Wŷyy

Generalization with different 
intrinsic time constants:

Response dynamics during 
delay period (when a = b = 0):

Stability depends on the 
eigenvalues of this matrix:

Oscillation frequencies:

Example recurrent weight matrix:

Time constants
(msec)
E      I
10    10

10  12.5

20   25

Part II: Biophysical implementation Pyramidal cells



Biophysical implementation:
output responses
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dt
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⎞
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dt
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⎛
⎝⎜

⎞
⎠⎟ + C dva

dt
+ gvava − Ia

⎛
⎝⎜

⎞
⎠⎟ = 0

Steady state:

Electrical-circuit 
model

gvs =
1

1+ Rbgvb

⎛
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⎞
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Ib + Is +

1
1+ Ragva

⎛
⎝⎜

⎞
⎠⎟
Ia

Input drive Recurrent drive

a

- Input drive

b
Thalamocortical loops: Schmitt et al., Nature 
(2017) and Guo et al., Nature (2017).

Biophysical implementation: modulators

C da
dt

= −gl (a−El )− gea (a−Ee )− gia (a−Ei )

Time (msec)

R
es

po
ns

e

0 1000 2000 3000 4000

0

-0.5

0.5

a

c

b
C

gl
a

gea gia

Ee Ei

C
gl

b
geb gib

Ee Ei

Ra
C gva IaC gvs Is

Rb
C gvb Ib

IasIbs

vb

vs

va

Linear sum followed by 
sigmoid 

With El = 0, Es = 0, Ee =1, Ei = −1

τ =
C
gwhere andg = gl + gea + gia( )τ

da
dt

= −a+ gea − gia
g

Part III: Canonical computation: sensory & 
motor processing

Motor preparation and motor control

Backside double McTwist 1260 
(Shawn White, 2018)

Motor preparation and motor control
Responses when input 
drives 1st eigenvector

Responses when input 
drives 2nd eigenvector

Responses when input 
drives both eigenvectors

Sum of top two panels 

Readout: weighted sum followed 
(optionally) by output nonlinearity (e.g., 
rectification).

https://www.mathworks.com/help/nnet/convolutional-neural-networks.html

Sensory processing

Stack ‘em with convolutional encoding weights, like a deep net:



Conventional feedforward network

zj(i)

Layer 1

Input

...

... ... ... ... ...Layer 2 ...

Layer L ... ... ... ...

...

yj(i)

yk(i-1)

Wz(i)…

Input from 
previous layer

Response to 
next layer

+

σ Output 
nonlinearity

ORGaNICs feedforward network

zj(i)
ŷj(i)

Layer 1

Input

...

... ... ... ... ...Layer 2 ...

Layer L ... ... ... ...

...

yj(i)

yk(i-1)

Wz(i)

Wŷ(i)

…

Input from 
previous layer

Response to 
next layer

+

+

σ

Part IV: Prediction ORGaNICs (revisited)

Input
drive OutputOutput

Recurrent
drive
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2
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t
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⎣⎢
⎤
⎦⎥
2
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dt
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dyj

1+ aj
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+( ) 1+α j
+( )where
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bj
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+( )z j + 1

1+bj
+( ) 1

1+α j
+( ) ŷ j

= −yj +
bj
+

1+bj
+( )z j + 1

1+aj
+( ) ŷ j

Global optimization:

Local computation:

Time-series prediction: global optimization

Input
drive

Output
responses

Summed
responses

E = 1
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+( ) Re yk( )
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Recurrent
drive

ŷ =Wŷyy
Recurrent drive:

Recurrent 
weights

Output

wj = 1+ i2πω jτ y

Diagonal recurrent weight matrix:

Frequency

Time-series prediction: local computation

τ y
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dt

= − dE
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+( ) ŷ j + bj

+

1+bj
+( ) yj − Re yk( )
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+( )where



Time-series prediction: local computation

τ y
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dt

= − dE
dyj
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+

1+bj
+( ) yj − Re yk( )

k
∑

⎡

⎣
⎢

⎤

⎦
⎥

1+ aj
+( ) = 1+ bj

+( ) 1+α j
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Predictive basis functions

Time-series prediction
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Processing delays mean the brain has to 
make predictions:

Processing delays mean the brain has to 
make predictions:

Comprehension relies on prediction



Comprehension relies on prediction Events unfold over time

Events unfold over time Prediction requires a model

Observation

Numerical model

Prediction

Hierarchy of processing time scales

FEF

MT+

V1LS

TPJ

Precun

Long (~36s)
Mid (~12s)
Short (~4s)

Hasson et al., J Neurosci (2008)
see also:
• Honey et al., Neuron (2012)
• Farbood et al., Frontiers (2015)

Motion prediction



Motion prediction Motion prediction

0-.5 .5

Time (msec)

R
es

po
ns

e

0

-.01

.01

.02

0 100 200

Ti
m

e 
(m

se
c)

0-.5 .5
Space (deg)

0

1000

-1000

-2000

A

-.08

W
ei

gh
t

-.04
0

.04

.08

0-.2 .2
Space (deg)

B

C D Rightward (0 Hz)

Time (msec)

R
es

po
ns

e

1000-2000 -1000 0 1000-2000 -1000 0

-1

1

0

-1

1

0

Rightward (1 Hz)

Leftward (0 Hz) Leftward (1 Hz)

ESpace (deg)

Input Output

Motion prediction

0-.5 .5

Time (msec)

R
es

po
ns

e

0

-.01

.01

.02

0 100 200

Ti
m

e 
(m

se
c)

0-.5 .5
Space (deg)

0

1000

-1000

-2000

A

-.08

W
ei

gh
t

-.04
0

.04

.08

0-.2 .2
Space (deg)

B

C D Rightward (0 Hz)

Time (msec)

R
es

po
ns

e

1000-2000 -1000 0 1000-2000 -1000 0

-1

1

0

-1

1

0

Rightward (1 Hz)

Leftward (0 Hz) Leftward (1 Hz)

ESpace (deg)
Input Output

Motion prediction

0-.5 .5

Time (msec)

R
es

po
ns

e

0

-.01

.01

.02

0 100 200

Ti
m

e 
(m

se
c)

0-.5 .5
Space (deg)

0

1000

-1000

-2000

A

-.08

W
ei

gh
t

-.04
0

.04

.08

0-.2 .2
Space (deg)

B

C D Rightward (0 Hz)

Time (msec)

R
es

po
ns

e

1000-2000 -1000 0 1000-2000 -1000 0

-1

1

0

-1

1

0

Rightward (1 Hz)

Leftward (0 Hz) Leftward (1 Hz)

ESpace (deg)
Input Output

Feedforward 
motion 
estimation

Motion energy

0-.5 .5

Time (msec)

R
es

po
ns

e

0

-.01

.01

.02

0 100 200

Ti
m

e 
(m

se
c)

0-.5 .5
Space (deg)

0

1000

-1000

-2000

A

-.08

W
ei

gh
t

-.04
0

.04

.08

0-.2 .2
Space (deg)

B

C D Rightward (0 Hz)

Time (msec)

R
es

po
ns

e

1000-2000 -1000 0 1000-2000 -1000 0

-1

1

0

-1

1

0

Rightward (1 Hz)

Leftward (0 Hz) Leftward (1 Hz)

ESpace (deg)

Time (msec)

R
es

po
ns

e

Time-series prediction (revisited)
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Global optimization

Input
drive

Output
responses Prior/prediction

Summed
responsesState

Prior/prediction from previous time step

Weights specified by predictive basis functions
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Neuroscience and Artificial Intelligence: Shaping the Future Together 
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The fields of neuroscience and AI have both undergone significant transformation over the last ten                             
years thanks in large part to a rapid expansion in technological capacities that are permitting ever                               
more complex experiments and computations. Neuroscience is key to AI innovation, and                       
brain-like computing is becoming common in artificial intelligence and machine learning. But can                         
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How will neuroscience and artificial intelligence shape each other’s futures?  
 
These are crucial questions as our understanding of the brain increases, and the AI in our 
machines increasingly permeates, drives and determines every sector and corner of society, 
business and the economy.   
 
We have an ambitious goal: to form a global alliance that will define a framework to implement, 
resource and promote initiatives at the intersection of neuroscience and AI. The workshop will be 
the first step toward the creation of this alliance. 
 
We will explore how the futures of the two fields can come together, identifying new ideas and 
opportunities for projects, collaborations and investment. We will distill ideas that emerge into a 
position paper for future directions and the establishment of a functional global alliance. 
Discussions will be moderated and off-the-record to encourage openness and active participation 
by the whole group. We will canvas participants before the meeting for ideas to explore in this 
discussion-driven workshop. 
 
Join global leaders from neuroscience and artificial intelligence for this invitation only, 
off-the-record workshop to map the challenges and road ahead.  This March 16 workshop, 
precedes a two day, public symposium, ​Canonical Computation in Brains and Machines​. 
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Summary

ORGaNICs (straightforward extension of 
leaky neural integrators):

• Sensory processing
• Motor preparation and motor control

• Executive control (working memory, 
controlling attention).

• Prediction

• Inference in a multi-layered recurrent neural 
net

Conceptual framework: 

• Gated integration & reset

• Effective time constant

• Dimensionality

• Stability / E:I balance

• Time warping via !

Implications for neuroscience

1) Working memory/executive functions, motor preparation/
control, and sensory processing may share a common 
computational foundation. 

2) Working memory > short-term memory. 
3) Complex dynamics: 

• Unified model for sustained delay-period activity, sequential activity, 
and complex dynamics.

• Read out in spite of complex dynamics.

4) Experiments: 
• Example of testable prediction: thalamic input changes the effective 

time constant and recurrent gain of a PFC neuron.
• New conceptual framework / new paradigm: gated integration, reset, 

effective time constant.

Implications for AI

1) Go complex: simple harmonic motion is everywhere!
2) Stability: 

• Avoid exploding gradients by rescaling recurrent weight matrix after 
each gradient update (s.t. largest eigenvalue = 1).

• Avoid vanishing gradients by using rectification instead of saturating 
nonlinearities.

3) Reset & update gates = gated integration, reset, effective 
time-constant.

4) Warp time by scaling the intrinsic time constants. 
5) Neuromorphic (analog VLSI) implementation.
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τ y

dyj
dt

= −yj +
bj
+

1+bj
+( )z j + 1

1+aj
+( ) ŷ j

ORGaNICs

τ a
da
dt

= −a +Waxx +Wayy + ca

τ b
db
dt

= −b +Wbxx +Wbyy + cb

Modulators depend on inputs and outputs:

Input drive:

z =Wzxx + cz

Encoding 
weights

Input

Recurrent drive:

ŷ =Wŷyy + c ŷ

Recurrent 
weights

Output

Readout:

Wryy
followed (optionally) by 
output nonlinearity (e.g., 
rectification)

Superscript “+” means rectifying nonlinearity


