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Fermi Acceleration
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In shocks, particles gain energy at any interaction (Krymskii77; Blandford & Ostriker; Bell; Axford+78) 

DSA returns power-law ! , function of the compression ratio !  only. 

For strong shocks: Mach number !  and !  (in energy, ! )

N(p) ∝ 4πp2p−q R = u1/u2

M = vsh/cs ≫ 1 → R = 4 q = 4 qE = 2

A Universal Acceleration Mechanism
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Diffusive Shock Acceleration (DSA)

Upstream (u1)Downstream (u2)

Test-particle 
squeezed 
between 

converging 
flows

R =
4M2

M2 + 3
; q =

3R
R − 1



Non-Relativistic Collisionless Shocks
Prominent sites of non-thermal particles and emission
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Heliospheric
Earth’s bow shock

Interplanetary shocks

Galactic

Stellar bow shocks

Novae

Supernova remnants

Extra-Galactic

Radio SNe
AGN lobes Intra-cluster shocks



Acceleration in SN Remnants: energetics
Baade-Zwicky (1934) energetic argument, updated

€ 

εCR = 0.5eVcm−3

€ 

LCR ≈  WCR

τ conf

 ≈  5 ×  1040  erg s-1

€ 

LSN =  RSN Ekin  ≈  3×  1041 erg s-1
SN in NGC4526

~10% of SN ejecta kinetic energy converted into 
CRs can account for the energetics

€ 

Vconf =  π R2 h =  2 ×  1067  cm3

€ 

WCR =  εCR Vconf  ≈  2 ×1055  erg
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Rsub < 4

Rtot > 4

Non-Linear Diffusive Shock Acceleration

The momentum spectral index depends only 
on the compression ratio  

The CR pressure makes the adiabatic index 
smaller and induce a shock precursor 

Particles “feel” different compression ratios:   
spectra should become concave 

If acceleration is efficient, at energies >1 GeV: 
q < 4 (flat spectra!)
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u2

u1

R = 4

p
! p4

f(
p)

q =
3R

R − 1
; R =

γ + 1
γ − 1

(e.g., Jones-Ellison91, Malkov-Drury01 for reviews)



This was the state of the art at the first 
Astroplasmas KITP Program in 2009
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I) Gamma-Rays from SNRs
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Test-particle (qE=2)Non-linear theory (qE<2)

Too steep to be leptonic: hadronic emission 
Not consistent with non-linear DSA theory!
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Fig. 1.— Panel (a): Map of the test statistic (TS) for a point source in the region around

RX J1713.7�3946 obtained in a maximum likelihood fit accounting for the background

di⇤use emission and 1FGL catalog sources. Only events above 500 MeV have been used in

this analysis. H.E.S.S. TeV emission contours are shown in white (Aharonian et al. 2007).

Rectangles indicate the positions of 1FGL sources in our background model, Several TS peaks

outside the SNR shell are visible. The 3 peaks marked by circles are added as additional

sources to our background model (see text). Panel (b): Same map as panel (a), but with

the 3 additional sources now considered in the background model.

SNR spectra are expected 
to be flatter than E-2; 

instead, they are steeper!



II) Extra-galactic SNe
Fast shocks in young SNRs 

Radio emission requires 
(e.g., Chevalier-Fransson06)
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f(E) ∝ E−3 → qE ≈ 3; q ≃ 5

Radio slope 

α =
qE − 1

2

Non-linear theory (! )qE < 2

Radio SNe

Adapted from Bell+11SN1993J



III) CR spectrum and anisotropy
Injection spectrum:!  

Residence time in the Galaxy:!  

Constraint: !  

Monte Carlo simulations of SNRs + CR transport

∼ E−γ

∼ E−δ

δ + γ ∼ 2.7
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Table 1. Parameters of Galactic arms.

arm number/name K(rad) r0(kpc) θ0(rad)

1: Norma 4.25 3.48 0

2: Carina - Sagittarius 4.25 3.48 π

3: Perseus 4.89 4.90 2.52

4: Crux - Scutum 4.89 4.90 -0.62

Figure 1. A face on view of the spatial distribution of SNRs in the Galaxy in the two models:
cylindrical in the left panel and spiral on the right. About 3× 104 sources are shown in each panel.
Units are in kpc and the position of the Sun is marked by a thick (red) symbol.

The parameters K, r0 and θ0 are reported in Table 1 (notice that the values of θ0 are different
from those in Table 2 of [26], simply because the axes are rotated by π/2 with respect to
their choice). The Sun is located at (x, y, z) = (8.5kpc, 0, 0).

Following the prescription of Ref. [26], we blur the angle θ(r) by θcorr exp(−0.35r̃/kpc),
where θcorr is chosen from a flat random distribution between 0 and 2π. Similarly the radial
coordinate is also blurred by choosing a new value from a normal random distribution with
mean r̃ and variance 0.07r̃. A pictorial illustration of the two scenarios is shown in Fig. 1
where we show the distribution of ∼ 30, 000 SNRs in the cylindrical model (left) and the
spiral model (right). The position of the Sun is illustrated by the thick (red) symbol.

For each source the spectrum of CRs (protons, He nuclei, CNO nuclei, Mg-Al-Si nuclei
and Fe nuclei) at the Earth is calculated using the appropriate Green functions, as described in
§ 2. For each realization of the source distribution in the Galaxy we also compute the chemical
composition of CRs, as derived from the superposition of the flux of different chemicals. The
efficiencies of acceleration of nuclei are calculated a posteriori from requiring a fit to the
available spectra in the TeV region. The calculations are carried out for different choices of
the propagation parameters. We account for spallation as discussed in § 2, with the average
gas density in the propagation volume taken as ngas = ndisc(h/H). Notice that with this set

– 14 –

Blasi & Amato 2011a,b

Sun

An injection slope of !  is preferredγ ≃ 2.7 − 0.33 ≃ 2.37Figure 2. Anisotropy amplitude for ten random realizations of sources in the cylindrical model,
assuming δ = 1/3 and a SN rate R = 1/100 yr−1 (R = 1/30 yr−1) on the left (right). The halo
size is H = 2 kpc. The injection spectrum is assumed to have slope (below the cutoff) such that
γ + δ = 2.67. The data points are from [15, 16, 17].

source distribution in the cylindrical model, using δ = 1/3, H = 2 kpc and a rate of supernova
explosions in the Galaxy R = 1/100 yr−1 (left) and R = 1/30 yr−1 (right). In all cases we
impose that the slope γ of the injection spectrum is related to δ through γ + δ = 2.67, in
order to ensure a good fit to the CR spectrum at Earth (see Paper I). The red, staircase line
represents the average amplitude calculated using the 10 random realizations.

In all figures the (black) crosses, the (blue) diamonds and the (orange) stars are taken
from Ref. [15]. The (green) triangles are from EASTOP [16, 18] and the (red) squares are
the Akeno data points [17]. The oblique (red) lines at high energy show the upper limits on
the amplitude of anisotropy from KASCADE and GRANDE [19].

The comparison between the two panels shows that the spread in the anisotropy patterns
is not affected in a significant way by the SN rate. This can be qualitatively understood in
terms of Eq. 3.17, though the latter is derived for a homogeneous distribution of sources in
an infinitely thin disc. The qualitative scaling of the anisotropy amplitude with the ratio
H/D(E) remains true whenever the size of the halo H is smaller than the region where
the gradients in the source distribution appear. Both panels of Fig. 2 show very clearly
the strong dependence of the strength of anisotropy on the specific realization of source
distribution, thereby also disproving the naive expectation that the anisotropy should be
a growing function of energy with the same slope as the diffusion coefficient D(E). The
observed anisotropy can in fact even be a non monotonic function of energy, with dips and
bumps, and with wide energy regions in which it is flat with energy, quite like what the data
show at energies E < 105 GeV. It is interesting however that none of our realizations of the
source distribution leads to anisotropies as low as the one suggested by the data in the energy
region 105 − 106 GeV (contributed by the EASTOP experiment).

Data in this region are in fact somewhat puzzling because they are so low as to suggest
that the Compton-Getting effect [20] leads to a level of anisotropy close to the lowest expected
limit. The Compton-Getting anisotropy is estimated to be between 3 × 10−4 and 10−3

depending on the velocity with which the Earth moves with respect to the rest-frame of the
CR scattering centers. This velocity is not known and the above estimates refer to a velocity
range from a minimum of ∼ 20 km/s to a maximum of ∼ 250 km/s, corresponding to the
motion of the solar system through the Galaxy [21]. It is clear that the measured anisotropy
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Figure 3. Anisotropy amplitude for ten random realizations of sources in the cylindrical model,
assuming δ = 0.6 and a SN rate R = 1/30 yr−1. The halo size is H = 2 kpc. The injection spectrum
is assumed to have slope (below the cutoff) such that γ + δ = 2.67.

between 105 and 106 GeV is only marginally consistent with a velocity of few tens of km/s
at most.

We also checked the effects of decreasing further the source rate, which could be the
case if the bulk of CRs does not come from standard SNe but rather from rarer events, like
for example an especially energetic sub-sample of SNe or GRBs. The resulting anisotropy is
somewhat larger at low energies, on average: the data can still be easily reproduced at the
low and high energies, but the central, more problematic region is now more extended, in
general, to the left than in Fig. 2, approximately ranging from few ×104 to 106.

In Fig. 2 we adopted a diffusion coefficient scaling with E1/3. The energy dependence
of the diffusion coefficient is however the subject of an ongoing debate: given D(E) ∝ Eδ it
is controversial whether δ is 1/3, 1/2, 0.6 or even larger (see [22] and references therein).

The all-particle spectrum alone, while giving some indications that δ = 1/3 could be
preferable (see Paper I), does not allow one to really clinch the question. This is because
the all-particle spectrum only depends on the combination δ + γ. In principle the B/C ratio
would allow a direct measurement of δ, if this ratio could be measured at sufficiently high
energies. Unfortunately at the present time the error bars on this quantity are still large
enough to allow for ambiguity in the best fit value (see for instance [23]).

Since the anisotropy δA is defined as the ratio between the density gradient and the
density, γ does not appear in δA while δ does (see also expressions 3.15 and 3.17 for the
simplified case of a uniform distribution of the sources). In Fig. 3 we plot the amplitude
of the anisotropy computed for ten different realizations of the source distribution in the
cylindrical model: a slope of the diffusion coefficient δ = 0.6 is assumed, while the other
parameters are all the same as for the plot in the right panel of Fig. 2.

As well as in the case δ = 1/3, also for δ = 0.6 the amplitude of the anisotropy is a
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𝛿=0.33 𝛿=0.6

𝛿=0.33 returns: 

more universal CR 
spectra  

less anisotropy 

the measured B/C 
(AMS-II, 2016)



Tension between theory and observations



A Theoretical Challenge
Shocks in partially-neutral media (Blasi+12; Morlino+13; Ohira14, …) 

Oblique trans-relativistic shocks (Kirk+96; Morlino+07; Bell+11, …) 

Geometry effects (Malkov-Aharonian19, Hanusch+19) 

Ion “losses” due to magnetic field amplification (Bell+19)
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 Feedback of amplified magnetic fields (Bell78; Zirakashvili-Ptuskin08; DC+09; DC11,12,…) 

The large velocity of scattering centers 
!  leads to an effective ratio:vwaves ≈ vA(δB)

Rcr ≃
u1 ± vA,1

u2 ± vA,2
≲ Rgas

Injection fraction

En
er

gy
 S

lo
pe

DC12

None of these ideas has been 
tested from first principles!



Hybrid Simulations of Collisionless Shocks
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Upstream Flow 

DENSITY + PARTICLES

Out of plane B FIELD
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Shock propagation 

Initial B field

 dHybrid code (Gargaté+07; DC & Spitkovsky 2013…2017), Haggerty & DC19



CR-driven Magnetic Field Amplification
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DC & Spitkovsky, 2013

Initial B field 
Ms=MA=30



3D simulations of a parallel shock

!16DC & Spitkovsky, 2014a
Initial B field 

M=6
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Hybrid Simulations with Relativistic Ions: dHybridR
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Approximation valid if !  

Time-step fixed a priori by c 

Unprecedentedly-long simulations 
(Haggerty & DC19)

u ≪ c, ncr ≪ ngas



Hybrid Simulations with Relativistic Ions: dHybridR

Long-term evolution 

!  

Efficiency !

Emax(t) ∝ t

∼ 10 %
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DSA: � ;  

�  

� (non rel.)  

  (relativ.)

f(p) ∝ p−4

4πp2 f(p)dp = f(E)dE

f(E) ∝ E−1.5

f(E) ∝ E−2

Haggerty & DC19



CR-modified Shocks: I) Precursor

The CR pressure slows the upstream flow down and heats it up
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B damping leads to 
non-adiabatic heating 

~ equipartition between 
gas and B pressures  

Compression ~1.3 
upstream (also due to 
supra-thermal ions)

Slowing down

Heating 

Haggerty & DC, in prep



CR-modified Shocks: II) Enhanced compression

R increases with time, up to ~7! 

R~6-7 inferred in Tycho by measuring the distance 
between forward shock and contact discontinuity
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M=20

R ≃ 7 → qexpected ≃ 3.5

Warren+05



Need to Revise the Theory of Non-Linear DSA

R increases with time, up to ~7! 

CR spectra do not agree with DSA  

They rather have !  

Evidence for decoupling between 

q ≃ 4.2
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M=20

qexpected → 3.5

qmeasured → 4.2

R ≃ 7 → qexpected ≃ 3.5

Rgas ≃ 7 vs Rcr ≃ 3.5

DC, Haggerty, Blasi, in prog.



Velocity of the CR Scattering Centers

CR feel an effective compression 

We can measure the effective CR 
speed !  

Upst: !  

Downst: !  

Slope !  fits the spectrum!

⟨vcr⟩ = u + w

w1 ≪ u1 ≃ 21.5vA ∼ 0.9vsh

u2 ≃ 3.5vA; w2 ≃ 2.3vA

q =
3Rcr

Rcr − 1
!23

Rcr =
u1 + w1

u2 + w2

Rgas ≃
vsh

u2
≃ 6.7; Rcr ≃

u1

u2 + w2
≃ 3.6

DC, Haggerty, Blasi, in prog.

!u2

!u2 + w2



NLDSA Non-Universality

Several runs with different Mach numbers, plasma !, electron EoSβ
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Rgas

q

4

5

6

7

2.5 3 3.5 4.5 5.55

Standard DSA

NLDSA with !w2 ∼ 0.5u2

Low M, weak B 
amplification

Larger ! (larger !
)

β
δB/B

DC, Haggerty, Blasi, in prog.

Softer electrons EoS



Conclusions

Hybrid simulations with relativistic ions  

DSA produces power laws in momentum 

Acceleration efficiency ~10% for large M 

Evidence of CR-modified shocks: upstream precursor and increased !  

CRs feel a compression ratio !  due to net velocity of amplified magnetic structures 
downstream: in Non-Linear DSA, the power-law index is not universal 

First-principle explanation for the observed steep DSA spectra, e.g., in SNRs  

More scalings with shock parameters are being worked out 

Rgas ≃ 7

Rcr < Rgas
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qmeasured → 4.2


